


intgl.

Intel386™ EX
Embedded

Microprocessor
User’'s Manual

February 1995



Information in this document is provided solely to enable use of Intel products. Intel assumes no lability whatsoever, including
infringement of any patent or copyright, for sale and use of Intel products except as provided in Intel's Terms and Conditions
of Sale for such products.

Intel Corporation makes no warranty for the use of its products and assumes no responsibility for any errors which may appear
in this document nor does it make a commitment to update the information contained herein.

Intel retains the right to make changes to these specifications at any time, without notice.
Contact your local Intel sales office or your distributor to obtain the latest specifications before placing your product order.
MDS is an ordering code only and is not used as a product name or trademark of Intel Corporation.

Intel Corporation and Intel's FASTPATH are not affiliated with Kinetics, a division of Excelan, Inc. or its FASTPATH trademark
or products.

*Other brands and names are the property of their respective owners.
Additional copies of this document or other Intel literature may be obtained from:

Intel Corporation

Literature Sales

P.O. Box 7641

Mt. Prospect, IL 60056-7641

or call 1-800-879-4683



intel.

CHAPTER 1

GUIDE TO THIS MANUAL
11 MANUAL CONTENTS L. e e
1.2 NOTATIONAL CONVENTIONS. ... e e
13 SPECIAL TERMINOLOGY .....ooiiiiiiiii e
1.4 RELATED DOCUMENTS ... e e
15 CUSTOMER SERVICE.. .. .. e e e

151 How to Use Intel's FaxBack Service
152 How to Use Intel's Application BBS
153 How to Find the Latest ApBUILDER Files and Hypertext Manuals and

Data Sheets ONthe BBS ......ocooiiiiiii et e e 1-8
CHAPTER 2
ARCHITECTURAL OVERVIEW
2.1 CORE .ttt ettt e e e e e e et —e e ae et ae e e e e be e aes e atebeaeaans 2-1
2.2 INTEGRATED PERIPHERALS.......ooeiii ettt ettt e et e e e st e e e enns 2-3
2.3 PC COMPATIBILITY ettt ettt ettt e e e et e e e e e et be e e e et ae e ee s e saebeaee e annres 2-5
2.3.1 1L @ @] g 3 o 1= T 11 o o 1= 2-5
232 PC/AT CompPatibility ........eeeeeiiie et ee e e 2-5
2.3.3 Enhanced DMA CONtrOlIEr ......cccooii e et e e e e e e e e e e ae e e e s 2-5
2.3.4 ] [0 2 @ 5 = g T oY £ 2-6
CHAPTER 3
CORE OVERVIEW
3.1 SYSTEM MANAGEMENT MODE OVERVIEW .......cooiiiiiiieieciceee ettt

3.11 SMM Hardware INTEIfACE .........ccceiiiiiiiie et e

3.1.11 SMI# (System Management Interrupt Input)

3.11.2 SMIACT#H (SMM ACHVE OULPUL) ..eeevieieriis et
3.1.2 SMIFE INTEITUDL ettt e et et e e e s e e e e e e e e sn e e re e re e e ae e nee e
31,3 SMRAM e e e e e
3.1.4  Chip-select Unit SUPPOrt for SMRAM ........cuiiiiiiiiiiie e
3.15 /O RESTANT ...ttt e st e et et e nr e n e e e n

3.1.6 HALT RESLAIT ...ttt ettt e te e e e e eeeeses e e e et e nene
3.1.7 SMRAM State Dump Area
3.1.8 Resume Instruction (RSM)

3.1.9 SMM PIIOMILY weveiiiiieie e e

3.2 SYSTEM MANAGEMENT INTERRUPT
3.2.1 System Management Interrupt During HALT CYCle .....cocooiiiiiiiiieiiiiieie e 3-12
3.2.2 System Management Interrupt During I/O Instruction .............ccceeeeeviviviivvviniie e 3-13
3.2.3 Interrupt During SMM HaNAIEr ........cuvviiieeieie e a e 3-14
3.24 SMM Handler Terminated by RESET ....ccooviiiiiiiii e e e 3-15
3.25 HALT DUring SMM HANAIEE ...c.vuviiiiiiie ettt ee e e e e 3-16



3.2.6 SMI# DUING SMM OPEIAtION ..c.coieiiiee ittt ettt et eee e e e eene e 3-17
3.3 THE Intel386 EX™ PROCESSOR IDENTIFIER REGISTERS ......ccooecoiinieiiieceeneen 3-17
CHAPTER 4

SYSTEM REGISTER ORGANIZATION
4.1 OVERVIEW ...ttt ettt ettt ea e s e ek e b e e s et ebe e ee st e e e

41.1 Intel386™ Processor Core Architecture Registers
41.2 Intel386™ EX Processor Peripheral RegISters ..........c.ooviiiiiiiiiiiniiieis e e e
4.2 I/O ADDRESS SPACE FOR PC/AT SYSTEMS. ........ccc......
43 EXPANDED I/O ADDRESS SPACE........cciiiitiitie ettt et e
4.4 ORGANIZATION OF PERIPHERAL REGISTERS. .......ccuiiiiiiiiiiiieeitie e
45 I/O ADDRESS DECODING TECHNIQUES.......cccoiiiiiiiiiiie ettt
451  Address Configuration REGISEN .........ccoiiiiiiiiiiiiiiie ettt et e
45.2 Enabling and Disabling the Expanded 1/O Space
4521 Programming REMAPCFG EXample ...
4.6 ADDRESSING MODES .......ooiitiitieiis ittt ee s en e e eeee
46.1 DOS-compatible MOTE ........oooiiiieie et e e
4.6.2 Nonintrusive DOS MOd€ ........cccooviviiiiiiniiii e
4.6.3 Enhanced DOS Mode ...........cccoeeveiiiiieecinneenne
46.4 NONDOS MOUE ......ocoviiiiiiieiiee e
4.7 PERIPHERAL REGISTER ADDRESSES

CHAPTER 5
DEVICE CONFIGURATION
5.1 INTRODUGCTION ...ettietie ettt et ettt et e e st ee e stbeees st be e ea e te s sa e e sbeee e eeesaneaeeanneeeenes 5-1
5.2 PERIPHERAL CONFIGURATION .....oiiiitii ettt ettt ee sttt et ee e s sne e e anne e enes 5-2
521 DMA Controller, Bus Arbiter, and Refresh Unit Configuration ..............c.cocccvvvevennen 5-3
5.21.1 Using The DMA Unit with External Devices
5.2.1.2 DMA Service to an SIO or SSIO Peripheral
5.2.1.3 Using The Timer To Initiate DMA Transfers ........cccooocoviviiiiiiiiiiecie e 5-4
5.21.4 Limitations Due To Pin Signal MUltipleXing .........cecueviiiiiieieienieieies s cisnnens 5-4
5.2.2 Interrupt Control Unit Configuration ............cooovi i 5-7
5.2.3 Timer/Counter Unit Configuration ...........coooioiii it ee e e e e s s s e 5-10
5.24 Asynchronous Serial /0O Configuration .........ccccccieiiiiiiiiir s 5-12
5.2.5 Serial Synchronous I/O Configuration ...........cccccev v iie i e 5-17
5.2.6 (070 d= N Ofe] a1 iTe U] =1 1 o] o HE T PPRP 5-18
5.3 PIN CONFIGURATION ..ottt ittt ettt ettt ettt ettt e st e e e e ere e e sne e e s 5-20
5.4 DEVICE CONFIGURATION PROCEDURE .......ccoiiiiiiiitieisiit et 5-25
5.5 CONFIGURATION EXAMPLE.......ciiiiiiiiit ettt ettt et e ee e e 5-25
5.5.1 Example Design REQUITEMENTS ......ccooiiiiiriiii i ettt te e e e ae e e s s e e e ne e e e 5-26
5.5.2 Example DesSign SOIULION ......ciiiiiiieieier st ee e s e e e e e e es s s e e e 5-26



intel.

CHAPTER 6
CLOCK AND POWER MANAGEMENT UNIT
6.1 OVERVIEW ...ttt ettt e ettt e e et e te e e e sat e e e e e sbn e e e snnae e eens 6-1
6.1.1 ClocK GENEratioN LOGIC ... .eueeii et et et ettt et st et ee e st e e e e ene e e e eens 6-1
6.1.2 Power Management LOGIC .....oo.uvuerieii e e eetstie e e sttt ee e e et ee e e see e e e eneee e eeeens 6-3
6.1.2.1 SMM Interaction with Power Management Modes ..........ccccceveviiieiieencnienenenn 6-4
6.1.2.2 Bus Interface Unit Operation During Idle Mode SRR o o)
6.1.2.3 Watchdog Timer Unit Operation During ldle Mode ...........coocieiiiiiiiieieiien. 6-5
6.1.3 Clock and Power Management Registers and Signals ...........ccccceiiiinieiiiiiieeeenes 6-5
6.2 CONTROLLING THE PSCLK FREQUENCY ...ttt ettt 6-6
6.3 CONTROLLING POWER MANAGEMENT MODES ........cciiiiiit e 6-8
6.3.1 [0 | LAY Fo o [T UPSPRRRPPUPRPI 6-9
6.3.2 POWEIdOWN MOGE .....eiii ettt et st ee e e e e e 6-10
6.4 DESIGN CONSIDERATIONS .. ...ttt ettt ettt e et e e e nebee e e 6-11
6.4.1 RESEt CONSIAEIALIONS ......ieiieie ettt ettt ettt e e e e st ebeeee e en 6-11
6.4.2 Powerdown CoNSIAEratiONS ..........oeiiiiiiieiiieietie et ee et are e e 6-13
CHAPTER 7
BUS INTERFACE UNIT
7.1 OVERVIEW ...ttt ettt e et e ettt e e ittt e e e sbe bt ee e e snn e aeens 7-1
7.11 BUS Signal DESCIIPLIONS ....ociiiitiiiitie ettt ettt e bt e e s e re e e eens 7-2
7.2 BUS OPERATION
7.2.1 Bus States ............
7.2.2 PIpeliniNg ...ooeeiiie e
7.2.3 Data Bus Transfers and Operand Alignment
7.2.4 [E4CT=To |Vl o o Lo U P STV
7.3 BUS CYCLES ... ottt et ettt e e bt e e e bt et eash e et e e et re e e s
7.3.1 LT Lo [ 0o = SRR
7.3.2 ALY ST O3 [ PSPPSR
7.3.3 PIpElINEA CYCIE ...ttt e ar e e e e e e e e e
7.3.4 Interrupt ACKNOWIEAQE CYCIE ..ooovviieieiii e
7.3.5 Halt/SNULAOWN CYCIE .. .eiviiiiiie ettt et e e ae e e e e e e s en e ean
7.3.6 REfTESN CYCIE ...t
7.3.7 BS8 CY IO ittt et te e e aeaeaan e e e e et
7.4 BIUS LOCK . ettt ettt ettt ettt et b et s a bttt ea bt e e et ee et ee e s
7.4.1 Locked Cycle Activators .......ccccccvvvvevieeieienenenn.
7.4.2 Locked Cycle Timing ....cccoccvvvvviiiiiieieieeieeeneeenn.
7.4.3 LOCK# Signal Duration .........cccccceveveeeeeeenennn.
7.5 HOLD/HLDA (HOLD ACKNOWLEDGE)......ccciiiiitiiiieisartiiie ettt
751 HOLD/HLDA TIMING ittt ettt sn e s e snn et e en e beeen e e
7.5.2 HOLD Signal LAtENCY ...uvuviiiiiiieieiee e iee e es s et sttt e e vee e eaeaeaeaeses e e e e e e e e



CHAPTER 8
INTERRUPT CONTROL UNIT
8.1 OVERVIEW .ottt et e n e e et e nn e e nnnens
8.2 ICU OPERATION. ...ttt et e ettt et e n et et ne e nn e e sre e eene e sre e e nn e e enn
8.2.1 INEEITUPE SOUIMCES ...ttt ettt e ettt e ee et e eeteeaeaeaenes e e s et e e nenn
8.2.2 INEEITUPL PIIOTILY .ottt et e e et e ettt e e e et ee e e e ne e eeeena
8.2.21 Assigning an INterrupt LEVEI .........oooi i e
8.2.2.2 Determining PrIOILY .......oooi ittt e
8.2.3 INEEITUPE VECTOIS ...ttt ettt e ettt ettt ee e e eeeeee s e e e e e e e e e e
8.2.4 INTEITUPE PIOCESS ...ttt ettt ettt e et ettt ettt e e e e aeeeaesea e e e en e e nana
8.2.5 POILIMOE .o et e e s
8.3 PROGRAMMING .....coiiititieiities ettt et e e nn e et nre e e en e s
8.3.1 Port 3 Configuration RegiSter (P3CFG) .....cciiiiiiiiriaiiie et
8.3.2 Interrupt Configuration Register (INTCFG) ......cociuiiiiiiiiiie et
8.3.3 Initialization Command Word 1 (ICWL) ......cooiiiuiiin it
8.3.4 Initialization Command Word 2 (ICW2) ........couiuiiiiiiiie et
8.35 Initialization Command Word 3 (ICW3) .....coooiiiiiiiiiiiiie ettt
8.3.6 Initialization Command Word 4 (ICW4) ......cooiuiiiiiie et

8.3.7 Operation Command Word 1 (OCW1) ...........
8.3.8 Operation Command Word 2 (OCW?2) ...........
8.3.9 Operation Command Word 3 (OCW3) ...........

8.3.10 Poll Status Byte (POLL) ......cccvvveeiriiiiierieiens
8.3.11 Programming Considerations ............cccoeeuevveereinieienenenne
8.4 DESIGN CONSIDERATIONS .. ...ttt ettt e ettt e e ne e e
8.4.1 Interrupt ACKNOWIEAQE CYCIE ...cooveeieieieice e e a e
8.4.2 Lo CT g 0T o] 1] 1= Tex 1o o SRS
8.4.3 S 01U Lo U E N ) (= ¢ (0] o) PSPPI
8.4.4 Lo (=T 0 40T o] A 21TV SRS
CHAPTER 9
TIMER/COUNTER UNIT
9.1 OVERVIEW ...ttt ettt et ettt e it e e e nbe e ee e e nan e e
9.11 TCU Signals and REGISIEIS ....cccuiiiiiiiie ettt ettt
9.2 TCU OPERATION L.ttt ettt ettt ettt e ettt sttt e e sas et ee e sae e e s e aane
9.2.1 Mode 0 — Interrupt on Terminal COUNt ........ccciiiiieiiiiiiiiie e e
9.2.2 Mode 1 — Hardware Retriggerable One-shot ........cccccccccceiiiiiiiniiiic e
9.2.3 MOdE 2 — RALE GENEIALON ......eeiiiiiie ittt ettt ettt et et e e e e e
9.2.4 MOE 3 — SQUAIE WAVE ...civiiiiiiieiie et ettt aeee e e e aeaeaeses e s e ene e e e
9.2.5 Mode 4 — Software-triggered Strobe ...........oooii i
9.2.6 Mode 5 — Hardware-triggered Strobe .........ccoooiiiiiiiiiiiiie e
9.3 PROGRAMMING ... .ottt ettt bttt e e e e ee e st e ee e s
9.3.1 Configuring the Input and Output Signals .....
9.3.2 INitializing the COUNTEIS ....uiiiiiiiiie e e e e e e

Vi



intel.

9.3.3  WIItING the COUNLEIS ..ocueiiii ittt ettt e et e e et e e e e e et nneeee e ens

9.34 Reading the COUNET ... ..ottt et e e e e e ee e
9.34.1 Simple Read
9.34.2 Counter-latch Command
9.343 Read-back Command ...........cccccovveeiriieeciincee

9.35 Programming COoNSIAErations ...........couuiririi it ie et e e e e e ereeaee e e e e

CHAPTER 10
WATCHDOG TIMER UNIT
10.1  OVERVIEW ..ottt ettt ettt ettt s et eh e b e ebe et e ee e s
10.1.1  WDT OPEIALION ..eueiiiii ettt e ettt et te e e ekt ee e e e st b eeeeas et e beeaeaea e e eeeeeasneaeeaeanans
10.1.2 WDT Registers and SIgNQAIS .......ccouaiiiieiieiiai ittt e e
10.2 PROGRAMMING THE WDT ......utiitiiiiie ittt ettt et snee s e et e st e e
10.2.1 General-purpose Timer Mode
10.2.2 Software Watchdog Mode .........cccceiiiiiiiininiie e
10.2.3  BUS MONItOr MOOE .......ooiviiieiiiiie e
10.3  DISABLING THE WDT ..ottt ittt et sttt ettt et e st sn e e et e nne e s nne s
10.4 DESIGN CONSIDERATIONS.....oiiitiitie ettt ittt ettt et ene s

CHAPTER 11
ASYNCHRONOUS SERIAL 1/0 UNIT

111 OVERVIEW oottt et e e e ettt e et e e e e eae e e e e eae e e ae e e ebe e aen et
0 0 O R 1 [ 2 S T [ = PPV PPRURRPRPRPRO

11.2  SIO OPERATION ..ottt ettt e et e e ettt e e e et e e e et ebe e e e e sae e e e e sabe e aenanas
11.2.1  Baud-rate GENEIALOI ......iuiiiiiieieieieeieiee et e es et s e e et ae e e ee e ateaeaasaeaeaeaeaean e ane s nees
2 I = o 01 1 (= PP PURRURURT
11.2.3 Receiver ...............
11.2.4 Modem Control
11.2.5 Diagnostic Mode

11.2.6  SIO INLEITUPE SOUICES .eeriuitiiree ittt e s e e eee ettt s e e s eeeee e aee s s s e e eeseeaee e nenens

11.3  PROGRAMMING .....oiiiiiiii et nn e e
11.3.1 Pin and Port Configuration Registers (PINCFG and PnCFG [n=1-3]) ....cccccenn.e. 11-14
11.3.2 SIO and SSIO Configuration Register (SIOCFG) ........cooveiiiiiiiiiieiieieee e 11-18
11.3.3 Divisor Latch Registers (DLLn and DLHN) .....o.oooiiiiiiiiiniie e 11-19
11.3.4 Transmit Buffer Register (TBRM) ..ot 11-20
11.3.5 Receive Buffer Register (RBRM) .....ccccuiiiiiiiiit ettt 11-21
11.3.6 Serial Line Control Register (LCRN) .....o.iiaiiieii et et 11-22
11.3.7 Serial Line Status Register (LSRM) ......ouii ittt 11-23
11.3.8 Interrupt Enable Register (IERN) .....cccuiiii ot 11-24
11.3.9 Interrupt ID RegiSter (I1RN) .....ueuiii et ettt e e e ee e e 11-25
11.3.10 Modem Control Register (MCRI) ......ueuiiiieiet et e 11-26
11.3.11 Modem Status Register (MSRN) ...t 11-28

Vii



11.3.12 Scratch Pad RegiSter (SCRIN) ....ooii ittt e ee e e 11-29
11.4 PROGRAMMING CONSIDERATIONS.......ccuieiiritiintieiit ittt st 11-29

CHAPTER 12
SYNCHRONOUS SERIAL 1/O UNIT

12,1 OVERVIEW ..ottt ettt ettt ettt s et bt b e e ebe et e e e s
1211 SSIO SIGNAIS et ieae ettt e e e ettt e e e et e ee e e e s et e e e e e e ea e e ae e e e etnnbeeae e aa

12,2 SSIO OPERATION ..ottt ettt et ittt ettt e e e ettt r e e b e eae e e s
12.2.1 Baud-rate GENErator ...........ccccvvevevvrerrivnennnnees
12.2.2  TranSMItter ......coccocveriie e
12.2.3 Receiver ..............

12.3 PROGRAMMING
12.3.1 Pin Configuration Register (PINCFG) ........cooiiiiiiiiiii et e e
12.3.2 SIO and SSIO Configuration Register (SIOCFG) ........cooveiiiiiiieiiiiieieeee e
12.3.3 Prescale Clock Register (CLKPRS) .....ouiiiiiiiiiiii ettt
12.3.4 SSIO Baud-rate Control Register (SSIOBAUD) .......c.ccoiaiiiiiiiiereineieie e eee e
12.3.5 SSIO Baud-rate Count Down Register (SSIOCTR)
12.3.6 SSIO Control 1 Register (SSIOCONL) ...coeiiieiiier ettt e
12.3.7 SSIO Control 2 Register (SSIOCON2) ..ottt et
12.3.8 SSIO Transmit Holding Buffer (SSIOTBUF) .......ccoiiiiiiiiiniiie e
12.3.9 SSIO Receive Holding Buffer (SSIORBUF) ........cuviiiiiiieieieeeeecee e siieene e

12.4 DESIGN CONSIDERATIONS ... .ooiitiitiitit ittt ettt et et e

CHAPTER 13
INPUT/OUTPUT PORTS

131 OVERVIEW ..ottt et ettt e sttt et e eae e e sbe e ens e e enneae s
13.2  PROGRAMMING .....coiiititieiitiie ettt ettt ettt e st et be s eaee e sae e e sbe e eneaeeenneee s
13.2.1 Pin Configuration
13.2.2 Initialization Sequence

13.3 DESIGN CONSIDERATIONS . ... .ottt ettt ettt et et st e e 13-7
13.3.1 Pin Status During and After RESEL .......cccciiiivieiir et 13-8

CHAPTER 14

CHIP-SELECT UNIT

141 OVERVIEW ..ottt et e ettt e ettt e bt e e et ae e st ae e e e 14-1

14.2  CSU OPERATION ..ottt ittt ettt ettt et ettt sttt e e bt it ee e s be e e e e 14-1
14.2.1 Defining a Channel’s Address BIOCK ..........ccovvviiiiiiiiiiiiieie e 14-1
14.2.2 System Management Mode SUPPOIT .......uvuiiieiiiiiiiiir e ies e e 14-7
14.2.3 Bus Cycle Length CONIOl ......cooiviiiiiiiii et e e e e naennes 14-7
14.2.4  BUS SiZ8 CONIIOI ...oiiiiiitieiie ettt ettt ettt e s et e e ee e e 14-7
14.2.5 OVerlapping REGIONS ..couiiiiieiiiieie ittt e e e ae e e s e e e e s e s e s e s e e e nnnnee 14-8

14.3  PROGRAMMING .....ooiiit ittt ettt et et e e et e st e e e e 14-9

14.3.1 Pin Configuration Register (PINCFG)

viii



intel.

14.3.2 Port 2 Configuration Register (P2CFG) .......cccouiiiiiiiiiirie et 14-12
14.3.3 Chip-select ADAress REGISIEIS ......ccoiii it e e 14-13
14.3.4 Chip-select Mask REQISIEIS ........uuiiiiiiieie ettt e e 14-15
14.3.5 Programming CONSIAEratiONS .........ccoouueuieii et ee et e et e e e s e sne e e e e ns 14-16
CHAPTER 15
REFRESH CONTROL UNIT
15.1 DYNAMIC MEMORY CONTROL.....cccitiiiiiitiiiieiie ettt ettt e ettt sne e e e 15-1
152 RCU OVERVIEW ... ottt ittt ettt ettt ettt n et eb e sh et ene e ene e ene s 15-1
15.2.1  RCU SIQNAIS ..ieiiiitiiieiet ettt ettt ettt b e e e ah e s bttt e e bes et e e eeas 15-3
15.2.2  REfreSh INTEIVAIS ...cooiviiiiii e e 15-3
15.2.3  Refresh AQAreSSES .....ooccoiiiiiie e 15-4
15.2.4 Refresh MEtNOUS ......c.oviiiiii e e e 15-4
15.2.5 Bus Arbitration
15.3 RCU OPERATION
154  PROGRAMMING ... .ctiitieiti ittt ettt ettt ettt s e et eh e s e e ebe et e e s
15.4.1 Refresh Clock Interval Register (RFSCIR) .......cooiiiiiiiiiiiiiaiiiii e 15-7
15.4.2 Refresh Control Register (RFSCON) .....ccoiiiiiiiiiiariiiiiie e e e 15-8
15.4.3 Refresh Base Address Register (RFSBAD) .......cooiiiiiiiiiriiiiiies e e 15-9
15.4.4 Refresh Address Register (RFSADD) .......cooiiiiiiiriinii e e 15-10
15.5 DESIGN CONSIDERATIONS ... .ooiitiitiitit ittt et ettt et se e 15-10
CHAPTER 16
DMA CONTROLLER
16.1  OVERVIEW ...ttt ettt n et eh e eh e et enie s
G300 S R B 1Y N T [ T | PSP
16.2  DMA OPERATION .. ..ottt ittt ittt ettt ettt ss et en e s e an s e ebe et ne e s
16.2.1 DMA Transfers
16.2.2 Bus Cycle Options for Data Transfers ...........ccccccvvvveen.

16.2.3 Starting DMA Transfers
16.2.4 Bus Control Arbitration
16.2.5 Ending DMA Transfers
16.2.6  BUffer-transfer MOOES .......c.vuiiiiiiiiiiee et ae e e e e e e e e s e e e e e e e
16.2.7 Data-transfer MOUES ......ooiviiiiiiiieieiii e e e e e s e s e s e e s e aeeenes
16.2.7.1 Single Data-transfer Mode
16.2.7.2 Block Data-transfer Mode
16.2.7.3 Demand Data-transfer MOAe .........c.cuvueiiiiiiiiiiniiiis s e e
G2 S B OF- 1< Tor- Vo (=31 1Y o To [ TSP
16.2.9  DIMA INTEITUPES ..oviiiie ettt ittt s e e e s ettt s e e e eeeee et e s e e reeseeeee e areanes
16.2.10 8237A COMPALIDIIILY ..vvviviiieieiee e e
16.3  PROGRAMMING ......ooiiiiiiitit e ettt e e e ettt et e e e s
16.3.1 Pin Configuration Register (PINCFG) ............
16.3.2 DMA Configuration Register (DMACFG)



16.3.3  Channel REQISLEIS .....ccuuiiiiieii ettt et e e e et ee e et e e e e e e eeaee e ens 16-28
16.3.4 Overflow Enable Register (DMAOVFE) ..ottt e 16-29
16.3.5 Command 1 Register (DMACMDL) .......uuiiiiiiiiiie ettt e 16-30
16.3.6  Status RegiSter (DMASTS) ....ueieiieiiaiiiiie ettt et a s et e e e e e enee e e e ens 16-31
16.3.7 Command 2 Register (DMACMD2) ........oiiiiiiiiiie ettt e 16-32
16.3.8  Mode 1 Register (DMAMODL) .......ccciiuiiiiieeeinie et ettt ettt e nne e 16-33
16.3.9 Mode 2 Register (DMAMOD2) .......cccoiuiiiiieeeir ittt ettt nnae e 16-34
16.3.10 Software Request Register (DMASRR) ......oooiiiiiiiioii e e 16-36
16.3.11 Channel Mask and Group Mask Registers (DMAMSK and DMAGRPMSK) ......... 16-38
16.3.12 Bus Size Register (DMABSR) ......cooiiiiiiie it ettt e 16-39
16.3.13 Chaining Register (DMACHR) ......ioiiiie e e e e 16-40
16.3.14 Interrupt Enable Register (DMAIEN) .......c.ooiiiiiiiii e e 16-41
16.3.15 Interrupt Status Register (DMAIS) ...t 16-42
16.3.16 SOftware COMMANTS .......oiiiiiiiiiie ettt et e e et e e e et e e e s e enebeaee e ens 16-43
16.3.17 Programming CONSIAErAtiIONS .......c.cooouuiuieiraiiiiiiee et ee et e st ee e sne e e e e 16-44

CHAPTER 17

JTAG TEST-LOGIC UNIT

17.1 OVERVIEW ..ottt ettt ettt ettt s et eh e b e bttt enie s

17.2 TEST-LOGIC UNIT OPERATION.....ccuttiiiiittiietiet ettt ettt et e
17.2.1 Test Access POrt (TAP) oo
17.2.2 Test Access Port (TAP) Controller .........ccccoviviieiennnnen
17.2.3 Instruction Register (IR)
17.2.4  DaAt@ REQISEIS ....ueiiiiiiititiie ettt ettt ettt e e st bt ee e s et s beeeeesa st e beeeeenbnnbeeae e en

17.3  TESTING ..ottt ettt ettt ekttt e bt er e e et ebe e eae e en e
17.3.1  1dentifying the DEVICE .....cuuiiiieeieieiee et e e e e s e e e
17.3.2 Bypassing Devices 0N a Board .........cccoccuviiiiiiiiir e e
17.3.3 Sampling Device Operation and Preloading Data .........c..ccccceeveveeeieiieeee e
17.3.4  TeStNG the DEVICE .....uuiiiiiiiiiie e et re e e ee e ae e e e e asenes e e e e e neannes
17.3.5 Testing the INtErCONNECLIONS ......ccci ittt e e
17.3.6 Disabling the OULIPUL DIIVEIS ....cccoiiiiiiiiiii ettt e e e ae e e e

17.4  TIMING INFORMATION ....ooiiiiiiiiiiiiie it ettt ettt st sr e e b nne e

17.5 DESIGN CONSIDERATIONS ... .coiitiitiitit ittt ettt ettt

APPENDIX A

SIGNAL DESCRIPTIONS

APPENDIX B
COMPATIBILITY WITH PC/AT* ARCHITECTURE
B.1 DEPARTURES FROM PC/AT* SYSTEM ARCHITECTURE........cccccooiviiienniien e B-1
B.1.1 DY 7N T PSPPSRSO B-1
B.1.2 BUS SIGNEAIS oieiiieiii ittt e e e et aaaaeaeaeas B-2
B.1.3 INterrupt CoNtrol UNIt ...t e s ee e aeeaeaeaens B-4
B.1.4 ST (@ U 1 PSP B-4



intel.

B.1.5 Word Read/Write Access of 8-bit Registers

B.1.6 CPU-0oNly RESEt ...ooviiiiiieeieeiieee e
B.1.7 HOLD, HLDA PiNS ...cccoviiiiiiecieiiiie e
GLOSSARY
INDEX

Xi



CONTENTS Inte|®

FIGURES

Figure Page
2-1 INtel386™ EX Processor BIOCK DIiagram ..........c.ueuieiiariiiie e eeiieiee e e ee e 2-2
3-1 STANAANA SMIFE ..o e e e

3-2 SMIACT# Latency
3-3 SMI# During HALT
34 SMI# DUNNG 1/O INSTIUCHION ...ttt ettt ee e e e
3-5 SMIZE TIHMING -ttt ettt ettt e e et e e e e s et e e e e e ean e bee e e ern e aee e ensneaeeas
3-6 Interrupted SMI# Service
3-7 SMI# Service Terminated by RESET

3-8 HALT During SMM Handler..........ccccooiiiiiieiiciiiee e
4-1 PC/AT 1/0 AQArESS SPACE......ciiiittiie ettt e e e e et ee e e e e e e e e e eee e aeenen
4-2 Expanded I/O AdAreSS SPACE ......ueuiiiiiiieiee ettt ettt ae e e e e e e e

4-3 Address Configuration Register (REMAPCFG)
4-4 Programming the ESE Bit

4-5 DOS-Compatible Mode ...........oooiiiiiiiiiiiie e

4-6 Example of Nonintrusive DOS-Compatible Mode ..........ccccooiiiiiiiiiiiiie e
4-7 ENhanced DOS MOGE .........oiiiiiiiiiie ettt ettt e sa e e et e eee e e e an
4-8 NONDOS MO ......eiiiieieeiiiie e

5-1 Peripheral and Pin ConNections...........ccccoceeveeveviier e

5-2 Configuration of DMA, Bus Arbiter, and Refresh Unit

5-3 DMA Configuration REQISTEN .........ueuiiiiaiiie ettt e et ae e e
5-4 Interrupt Control Unit CoNfigUratioN............cooii i
5-5 Interrupt Configuration Register
5-6 Timer/Counter Unit CoNfIQUIation..............eoiiiiiiiiiir e
5-7 Timer Configuration REGISTEI..........uiiii ittt ettt e e
5-8 Serial /0 Unit 0 Configuration........

5-9 Serial I/0 Unit 1 Configuration..............c.ccceenn.

5-10 SIO and SSIO Configuration Register

5-11 SSIO UNit ConfiQUIAtioN ......cccceiiiiii i te e e e e e e e s e e et r e e e s
5-12 [Ofe] g= I OXoT 01 o |81 -1 io ] o JHS S
5-13 Port 92 Configuration Register

5-14 Pin Configuration Register ............cccocvvvvvvierennns

5-15 Port 1 Configuration Register
5-16 Port 2 Configuration Register
5-17 Port 3 Configuration Register
5-18 Abbreviated Pin Configuration Register Tables................

5-19 Abbreviated Peripheral Configuration Register Tables .....

5-20 Peripheral and Pin Connections for the Example Design
5-21 Pin Configuration WOIKSNEET...........viiiiiiieiee et s
5-22 Peripheral Configuration WOIKSHEEL............cocovii i
6-1 Clock and Power Management Unit Connections

6-2 ClOCK SYNCNIONIZALION ...ttt e e e e e e e ee e eeeaeaesaeaaean s
6-3 SMM Interaction with Idle and Powerdown MOdesS.............cccouiiiiierieniiiee e
6-4 Clock Prescale Register (CLKPRS)

6-5 PSCLK DIVIAEI CIFCUILTY uvvviveieiisieitiie e eseeteseses e s e et st be e e ee e aeeaeaasasaeaesases s ensnssnsnns

Xil



Inte|® CONTENTS

Figure
6-6
6-7
6-8
6-9
6-10
7-1
7-2
7-3
7-4
7-5
7-6
7-7
7-8
7-9
7-10
7-11
7-12
7-13
7-14
8-1
8-2
8-3
8-4
8-5
8-6
8-7
8-8
8-9
8-10
8-11
8-12
8-13
8-14
8-15
8-16
8-17
8-18
9-1

9-3
9-4
9-5
9-6

FIGURES

Page
Power Control Register (PWRCON).........uiiiiiiiiiie e et ae e e 6-9
Timing Diagram, Entering and Leaving ldle MOde ............ccoooiiiiiiiiiinieiie e 6-10
Timing Diagram, Entering and Leaving Powerdown Mode ............cccccceiiiirieininene. 6-11
Reset Synchronization Circuit
Phase ClIOCK GENEIALON ........ccccoviiiiiiie et e n e e s
BasiC EXtErNal BUS CYCIES.....coi ittt ettt ettt san e e e e e
Bus State Diagram (Does Not Include Address Pipelining)

Ready LOGIC ...ceveeiiieiie et
Basic Internal and External Bus Cycles
Nonpipelined Address Read CYCIe...........ueiiiiiiiiiiii e
Nonpipelined Address Wrte CYCIES .........ueiiiiiiiiiiie et
Pipelined Address CycCles. .........cooieeiiiiiieieeee e

Interrupt Acknowledge Cycles.........cccccevevieneee.
Halt CYCle ...
BasSiC REfreSN CYCIE ... et
Refresh Cycle DUring HOLD/HLDA .........euii ittt et e
BS8 CYCle....eiii ettt

LOCK# Signal During Address Pipelining
Complete Bus States (Including Pipelined Address)........
INterrupt UNIt CONNECLIONS .. ...ccoiiiiit ettt ettt e st e st e ee e e
Methods for Changing the Default Interrupt StruCture............ccceeverieieieien e
Interrupt Process — Master Request from Non-slave Source
Interrupt Process — SIave REQUEST. ......c.iueiiie ettt e e
Interrupt Process — Master Request from Slave Source
Port 3 Configuration Register (P3CFG)......ccccccoeivieeieirinnnnen
Interrupt Configuration Register (INTCFG)
Initialization Command Word 1 Register (ICW1)
Initialization Command Word 2 Register (ICW2)
Initialization Command Word 3 Register (ICW3 — Master) .....cccccceveveviiieieeee i
Initialization Command Word 3 Register (ICW3 — Slave)
Initialization Command Word 4 Register (ICW4)...............
Operation Command Word 1 (OCW1) ......ccccevvvvvrvivrnennn
Operation Command Word 2 (OCW2)
Operation Command Word 3 (OCW3)
Poll Status Byte (POLL) ......cocoeeiiieiiiiiieieiee

Interrupt Acknowledge Cycle........cccccvvveeeeennnnn.

SPUriOUS INTEITUPLES c.oeveieiee e e e

Timer/Counter Unit BIOCK DIAgramM...........uuuuiiriiiiiiie e ieeieies s e e s s s st eee e e e s
MOdE O — BASIC OPEIALION ....euiiiiieieiee e iee et ees e e e ettt ee e ae e ee e eeeaeaeaesaeeenenesssn e nnnns
Mode 0 — Disabling the Count.......................
Mode 0 — Writing @ NEW COUNL........coiiiiiirii ittt e s e e ee e e s ee e as e s es e s eannnnanane e
MOdE 1 — BASIC OPEIALION ....iviviiieieiee e ieeee e es et e e e e ee e eeeaeaeaeseeeananess e e nnnns
Mode 1 — Retriggering the One-shot.............

Mode 1 — Writing @ NEW COUNL........coiiiiiiiii ittt ir e e eeae e s eeees e s e s e s s eaann s annne e

xiii



CONTENTS Inte|®

Figure
9-8
9-9
9-10
9-11
9-12
9-13
9-14
9-15
9-16
9-17
9-18
9-19
9-20
9-21
9-22
9-23
9-24
9-25
9-26
9-27
9-28
9-29
9-30
9-31
10-1
10-2
10-3
10-4
11-1
11-2
11-3
11-4
11-5
11-6
11-7
11-8
11-9
11-10
11-11
11-12
11-13
11-14
11-15
11-16

Xiv

FIGURES

MOdE 2 — BASIC OPEIATION ....eeeeie ittt ee ettt ee e et ee et ee e e et e bee e e e eatie e e e s eetnaeeae e ans
Mode 2 — Disabling the COUNL ..........ooiiiiii et
Mode 2 — Writing @ NEW COUNT........ooiiiiiiie ittt et e et e e e enieeee e e e e
Mode 3 — Basic Operation (Even Count)...........cccceeeeenunne
Mode 3 — Basic Operation (Odd COUNL) .......ooiiiiiiiirie e e
Mode 3 — Disabling the COUNL .........ooii i
Mode 3 — Writing a New Count (With a Trigger)...............
Mode 3 — Writing a New Count (Without a Trigger)...........

Mode 4 — BasiC Operation.............cueeererieueeereneiieiee e
Mode 4 — Disabling the COUNL .........ooii e e
Mode 4 — Writing @ NEW COUNT........oiiiiiiiiie ittt e e e et e eeieeee e e e
Mode 5 — BasiC Operation.............cuieererieieeereneeieiee e
Mode 5 — Retriggering the Strobe ....................
Mode 5 — Writing a New Count..........coocoeveeereniiniien e

Timer Configuration Register (TMRCFG)......c.oiuuiiiiiiiiiiie ettt
Timer/Counter Unit Signal CONNECLIONS .......ccoiiiiiiiiiiiiie et
Port 3 Configuration Register (P3CFG)
Pin Configuration Register (PINCFG)................
Timer Control Register (Control Word Format)
Timer n Register (Writ€ FOIMAL)........coiiiuiiiiii et e
Timer Control Register (Counter-latch FOrmat) ...........cccoeieiiiiiiiii e
Timer n Register (Read Format)
Timer Control Register (Read-back FOrmat) .........coooooeuieiioiiiiiier e
Timer n Register (StatuS FOMMAL)........couiuiiii ittt
Watchdog Timer Unit CONNECLIONS........cciieiiiiiirie i e

WDT Counter Value Registers (WDTCNTH and WDTCNTL)
WDT Status Register (WDTSTATUS) ....uouiiiiiiiiiiiee e

WDT Reload Value Registers (WDTRLDH and WDTRLDL).......ccocioieiiiiiiiiiiieeeeee
SIO0 and SIOL CONNECHIONS .....vueeeiitiieeiries et e er e e re e e
SI0On Baud-rate Generator Clock Sources
SION TranSMIttEr .....ceoevviee e

SIOn Data Transmission Process FIOW...........c.cccevvieeenne

SION RECEIVET ...ttt ettt et e ettt rr e e n e an e ae s an e e nre e e
SIOn Data Reception ProCesS FIOW .......cccuuiiiioii et
Pin Configuration Register (PINCFG)........cccccoeviieeeeennnne

Port 1 Configuration Register (P1CFG)
Port 2 Configuration Register (P2CFG)
Port 3 Configuration Register (P3CFG)
SIO and SSIO Configuration Register (SIOCFG).....c.couiaiiiiiiieariieieiee e
Divisor Latch Registers (DLLn and DLHn)
Transmit Buffer Register (TBRIN) .....c...uii ittt
Receive Buffer Register (RBRN).......coiiuuiiiiai ittt
Serial Line Control Register (LCRn)..............

Serial Line Status RegiSter (LSRN).......oo i ettt et e




Inte|® CONTENTS

FIGURES
Figure Page
11-17  Interrupt Enable Register (IERN) .......oo ettt 11-24
11-18  Interrupt ID ReISter (IRN) ..coc ittt e e e e e ae e e e 11-25
11-19 Modem Control Signals — Diagnostic Mode CoNNECLIONS ..........cccoviveeieeriiiineeeaenes 11-26
11-20 Modem Control Signals — Internal Connections

11-21  Modem Control Register (MCRI) ...coo ittt
11-22 Modem Status RegiSter (MSRN)......co ittt e ee e e
11-23  Scratch Pad Register (SCRN)......c.cccoeeveveennn.

12-1 Transmitter and Receiver in Master Mode
12-2 Transmitter in Master Mode, Receiver in Slave Mode
12-3 Transmitter in Slave Mode, Receiver in Master Mode

12-4 Transmitter and Receiver in Slave MOOE .........cocovveiieii e e e
12-5 Clock Sources for the Baud-rate Generator ......................

12-6 Process Flow for Transmitting Data ..........cocooiioeieiiiariiiieiie e e e
12-7 Transmitter Master Mode, Single Word Transfer (Enabled when Clock is High) ....... 12-8
12-8 Transmitter Master Mode, Single Word Transfer (Enabled when Clock is Low)........ 12-8
12-9 Process FIow for RECEIVING Data ......c.ccvueuieiiiiiiii et
12-10 Receiver Master Mode, Single Word Transfer ..................

12-11  Pin Configuration Register (PINCFG)..........c.coeviieeenennnne

12-12  SIO and SSIO Configuration Register (SIOCFG)

12-13 Clock Prescale Register (CLKPRS) ...ttt et e
12-14  SSIO Baud-rate Control Register (SSIOBAUD) .......ccccuteiieriiiie e
12-15 SSIO Baud-rate Count Down Register (SSIOCTR)..........
12-16  SSIO Control 1 Register (SSIOCONL) ..c.cceiiiiie et ee ettt ee e e
12-17  SSIO Control 2 Register (SSIOCON2) ....ccciiiiiiie et ee ettt et ee e e
12-18 SSIO Transmit Holding Buffer (SSIOTBUF)..........cccccc.....

12-19 SSIO Receive Holding Buffer (SSIORBUF) ..........c.c.c....

13-1 1/O Port Block Diagram...........oooeeeeieaneiieiie e e

13-2 Port Mode Configuration Register (PICFG)......c.ouii it
13-3 Port Direction Register (PDIR) ......ooii ittt
13-4 Port Data Latch Register (PALTC),..cceveiuiieeieaniiiiieeee e

13-5 Port Pin State Register (PAPIN) ........cocooviiiiiiiiiieeeee

14-1 Channel Address Comparison LOQIC.......c.ccuveeeeiiiivieeennne

14-2 Determining a Channel’s Address BIOCK Size ..o
14-3 Bus Cycle Length Adjustments for Overlapping Regions............ccoeiiieeiieiiiiiineeneene
14-4 Pin Configuration Register (PINCFG)........ccccoeiiieeineiiienen.

14-5 Port 2 Configuration Register (P2CFG)
14-6 Chip-select High Address Register (CSnADH, UCSADH)
14-7 Chip-select Low Address Register (CSNADL, UCSADL) ......cccooicieiiiiiiieee e
14-8 Chip-select High Mask Registers (CSnMSKH, UCSMSKH)
14-9 Chip-select Low Mask Registers (CSnMSKL, UCSMSKL)

15-1 Refresh Control Unit CONNECLIONS .........ccooiiiiiiiie et
15-2 Refresh Clock Interval Register (RFSCIR) ......cc.uvuiiiiiiiii et
15-3 Refresh Control Register (RFSCON) ........ccoeeviiiiiieeereninee.

15-4 Refresh Base Address Register (RFSBAD)

XV



CONTENTS Inte|®

Figure

15-5
16-1
16-2
16-3
16-4
16-5
16-6
16-7
16-8
16-9
16-10
16-11
16-12
16-13
16-14
16-15
16-16
16-17
16-18
16-19
16-20
16-21
16-22
16-23
16-24
16-25
16-26
16-27
16-28
16-29
16-30
16-31
16-32
17-1
17-2
17-3
17-4
17-5
17-6
B-1
B-2

Xvi

FIGURES
Page
Refresh Address Register (RFSADD) ........cuiiiiiiiiieeee et 15-10
DMA Unit BIOCK DIGQIAM ... eiieiiitiiiie et et ee ettt ee e et e bee e e eate e e e esteaeeae e ens 16-2
DMA Transfer Started bY DRQN.......ooiooieie e 16-5
Changing the Priority of the DMA Channel and External Bus Requests................... 16-6

Buffer Transfer Ended by an Expired Byte COUNt ...........ooeiiiiiiiiiiin e
Buffer Transfer Ended by the EOP# INPUL.........ccoooiiiiiiiiie e
Single Data-transfer Mode with Single Buffer-transfer Mode..............

Single Data-transfer Mode with Autoinitialize Buffer-transfer Mode
Single Data-transfer Mode with Chaining Buffer-transfer Mode............

Block Data-transfer Mode with Single Buffer-transfer Mode ...........ccccccoeiiiieen.
Block Data-transfer Mode with Autoinitialize Buffer-transfer Mode ..............ccccc......
Buffer Transfer Suspended by the Deactivation of DRQn...................

Demand Data-transfer Mode with Single Buffer-transfer Mode
Demand Data-transfer Mode with Autoinitialize Buffer-transfer Mode ...
Demand Data-transfer Mode with Chaining Buffer-transfer Mode ..............ccccceee...
(0= TS Tox- 1o (111, [0 To [ TSP
Pin Configuration Register (PINCFG)........c.cccoevuiieeenennnne

DMA Configuration Register (DMACFG).........cccceeeeennne

DMA Channel Address and Byte Count Registers
DMA Overflow Enable Register (DMAOVFE)..........coiuiiiiiiiiiiiien e
DMA Command 1 Register (DMACMDL) ....ccoiiiiiiiiiiaiiiie ettt e
DMA Status Register (DMASTS)
DMA Command 2 Register (DMACMD2) ......cooiuuiuiiieaiiiie ettt e
DMA Mode 1 Register (DMAMODL) ......uvuiiiiiiiiieiee ettt
DMA Mode 2 Register (DMAMOD2) .........coeviiiiiiieieeeie e

DMA Software Request Register (DMASRR — write format)
DMA Software Request Register (DMASRR — read format)
DMA Channel Mask Register (DMAMSK) .......cotuiiiriiiiie et e
DMA Group Channel Mask Register (DMAGRPMSK)
DMA Bus Size Register (DMABSR) ......ccccoovvviviieiiiiiiiine
DMA Chaining Register (DMACHR)........ccccccvvviviviiiiieine
DMA Interrupt Enable Register (DMAIEN)
DMA Interrupt Status Register (DMAIS)......cooiiii i
Test LogiC UNit CONNECLIONS ... ittt et e e e e s s s e e e et s s b aeee e eeeas
TAP Controller (Finite-State Maching).........cccccceeevevevienne

Instruction Register (IR).......cuviiiiiiiiiiiiiie e

Identification Code Register (IDCODE) ......ccccovvvvviiiiiiiiiieeeeeeieeeeeen e

Internal and External Timing for Loading the Instruction Register
Internal and External Timing for Loading a Data RegiSter.......cccccccvvvvivivieiincic e,
Derivation of AEN Signal in a Typical PC/AT SYStEM ......cuvuiviiiiiiiieiiiieieieeeeeee i
Derivation of AEN Signal for Intel386™ EX Processor-based Systems............cccuuees




Inte|® CONTENTS

Table
2-1
2-2

4-1
4-2
5-1
6-1

7-1
7-2
7-3
8-1

9-1
9-2
9-3
9-4

10-1
10-2
11-1
11-2
11-3
11-4
11-5
11-6
12-1
12-2
12-3
13-1
13-2
13-3
13-4
14-1
14-2
15-1
15-2
16-1
16-2
16-3
17-1
17-2
17-3
17-4

TABLES

PC-compatible PeripheralS. ... ... it e e
Embedded Application-specific Peripherals ..o
Relative Priority of Exceptions and INterruptsS........coooieieerianiieis e e e
Peripheral Register I/O Address Map in Slot 15
Peripheral RegiSter AQArESSES. .. . .uuiuiii et ee et et ae et e e e ee e e e e
Signal Pairs on Pins without Multiplexers
Clock and Power Management Registers
Clock and Power Management Signals.........

Bus Interface Unit Signals ...........cccoeeiiiiiieinenee e

BUS Status DefinitioNS .........ooiiiiie it
Sequence of Misaligned Bus Transfers.... ... e
82C59A Master and Slave Interrupt Sources
ICU Registers..............

TCU Signals ............

TCU Registers
Operations Caused bY GATEN ...ttt
Minimum and Maximum INitial COUNTS..........ouveiriiiieeen e
Results of Multiple Read-back Commands Without Reads
WDT REQISTEIS ...ttt ettt e ettt it ee e e ee s e s ae e eesenee

WDT SIGNAIS ..ottt ie ettt ettt et e e sttt e ee e s etae e e eeesan e eeeasesnnbeeae e ans
T (@ RS o = U PUPSR SRR
Maximum and Minimum Output Baud Rates
Divisor Values for Common Baud RAES...........ccceeviieeeriien e e
Status Signal Priorities and SOUIMCES ........cc.ueuiiiiaiiiieiie ettt e ee e
SIO REQISIEIS ...
Access to Multiplexed RegiSters. .........cccocvceeeiieniieeeeennene
SSIO SIGNAIS ..eeeie i
Maximum and Minimum Baud-rate Output Frequencies
SSIO REGISIEIS ... ettt ettt ettt e ettt ae e e et e e e e e e sae e e e e enae e
Pin Multiplexing .......

I/O Port Registers
Control Register Values for I/O Port Pin Configurations....
PiN RESET STATUS ..ottt e e et nn e e er e n e e s
CSU SIGNAIS ...ttt ettt e ettt e ettt ee e e be e e e et be e e re e aeean
CSU REQISIEIS. ...eiii ettt ettt
Refresh Control Unit Signals..........ccccoeviiieiieniiee e
Refresh Control Unit RegiSters........cccooovvieireiieiiien e
DIMA SIONQAUS ... ettt ettt ettt ettt e e e s e eb e bee e e e sa e e be e e e tebeeae e an
DIMA REQISTEIS ..ttt ettt et ettt e e bt ee e e ettt e e e e ee b e e e et nbee e ens
DMA Software Commands
Test Access Port Dedicated PiNS .........coooi i e
TAP Controller State DeSCHPLIONS. .......cciiiiiiiiie ettt
Example TAP Controller State Selections
Test-10gic Unit INSITUCHIONS ..o e e ee e aas

XVii



CONTENTS Inte|®

Table
17-5
A-2

A-3
A4

Xviii

TABLES
Page
Boundary-scan Register Bit ASSIQNMENTS .......cc.uiuiiiiiiiiin e 17-10
Signal Description AbDreviations.............oeiiiiiii e A-1
Signal DeSCrPLiONS.....c.coii i
Pin State Abbreviations
Pin States After Reset and During Idle, Powerdown, and Hold..............cc.coccciiiiinies A-8



intel.

CHAPTER 1
GUIDE TO THIS MANUAL

This manual describes the embedded Intel386™ EX microprocessor. It is intended for use by
hardware designers familiar with the principles of microprocessors and with the Intel386 archi-
tecture.

1.1 MANUAL CONTENTS

This manual contains 17 chapters and 2 appendixes, a glossary, and an index. Thittapter,

ter 1, provides an overview of the manual. This section summatrizes the contents of the remaining
chapters and appendixes. The remainder of this chapter describes notational conventions and spe-
cial terminology used throughout the manual and provieiesences to related documentation.

Chapter 2 — Architectural Overview — describes the device features and some potential ap-
plications.

Chapter 3 — Core Overview —describes the differences between this device and the Intel386
SX processor core and discusses Intel's System Management Mode (SMM).

Chapter 4 — System Register Organization —describes the organization of the system regis-
ters, the 1/0 address space, address decoding, and addressing modes.

Chapter 5 — Device Configuration —explains how to configure the device for various appli-
cations.

Chapter 6 — Clock and Power Management Unit —describes the clock generation circuitry,
power management modes, and system reset logic.

Chapter 7 — Bus Interface Unit —describes the bus interface logic, bus states, bus cycles, and
instruction pipelining.

Chapter 8 — Interrupt Control Unit — describes the interrupt sources and priority options and
explains how to program the interrupt control unit.

Chapter 9 — Timer/Counter Unit — describes the timer/counters and their available dotmnt
mats and operating modes.

Chapter 10 — Watchdog Timer Unit —explains how to use the watchdog timer unit as a soft-
ware watchdog, bus monitor, or general-purpose timer.
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Chapter 11 — Asynchronous Serial 1/0 (SIO) Unit —explains how to use the universal asyn-
chronous receiver/transmitters (UARTS) to transmit and receive serial data.

Chapter 12 — Synchronous Serial 1/0 (SSIO) Unit —explains how to transmit and receive
data synchronously.

Chapter 13 — Input/Output Ports — describes the general-purpose 1/O ports and explains how
to configure each pin to serve either as an I/O pin or as a pin controlled by an internal peripheral.

Chapter 14 — Chip-select Unit —explains how to use the chip-select channels to access vari-
ous external memory and 1/O devices.

Chapter 15 — Refresh Control Unit —describes how the refresh control unit generates peri-
odic refresh requests and refresh addresses to simplify the interface to dynamic memory devices.

Chapter 16 — DMA Controller — describes how the enhanced direct memory access controller
allows internal and external devices to transfer data directly to and from the system and explains
how bus control is arbitrated.

Chapter 17 — JTAG Test-logic Unit —describes the independent test-logic unit and explains
how to test the device logic and board-level connections.

Appendix A — Signal Descriptions —describes the device pins and signals and lists pin states
after a system reset and during powerdown, idle, and hold.

Appendix B — Compatibility with PC/AT* Architecture — describes the ways in which the
device is compatible with the standard PC/AT architecture and the ways in which it departs from
the standard.

Glossary —defines terms with special meaning usedulgrmut this maual.

Index — lists key topics with page number references.

1.2 NOTATIONAL CONVENTIONS

The following notations are used throughout this manual.

# The pound symbol (#) appended to a signal nhame indicates that the
signal is active low.

italics Italics identify variables and introduce new terminology. The context
in which italics are used distinguishes between the two possible
meanings. Variables must be replaced with correct values.

1-2 I
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Instructions

Numbers

Units of Measure

Register Bits

Register Names

Signal Names

GUIDE TO THIS MANUAL

Instruction mnemonics are shown in upper case to avoid confusion.
You may use either upper case or lower case.

Hexadecimal numbers are represented by a string of hexadecimal
digits followed by the charactét. A zero prefix is added to numbers
that begin withA throughF. (For exampleFF is shown a®FFH.)
Decimal and binary numbers are represented by their customary
notations. (That is, 255 is a decimal number and 1111 1111 is a
binary number. In some cases, the |d&és added for clarity.)

The following abbreviations are used to represent units of measure:

A amps, amperes

Kbyte kilobytes

KQ kilo-ohms

mA milliamps, milliamperes
Mbyte megabytes

MHz  megahertz

ms milliseconds

mw milliwatts

ns nanoseconds

pF picofarads

W watts

\% volts

A microamps, microamperes
uF microfarads

ps microseconds

pwW microwatts

Bit locations are indexed by 0-7 (0+15),where bit O is the least-
significant bit and 7 (or 15) is the most-significant bit.

Register names are shown in upper case. If a register name contains a
lowercase, italic character, it represents more than one register. For
example, RCFG represents three registers: P1CFG, P2CFG, and
P3CFG.

Signal names are shown in upper case. When several signals share a
common name, an individual signal is represented by the signal name
followed by a number, while the group is representethbysignal

name followed by a variable); For example, the lower chip-select
signals are named CSO0#, CS1#, CS2#, and so on; they are collectively
called C®# A pound symbol (#) appended to siggnal name
identifies an active-low signal. Port pins are represented by the port
abbreviation, a period, and the pin number (e.g., P1.0, P1.1).
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1.3 SPECIAL TERMINOLOGY

The following terms have special meanings in this manual.

Assert and Deassert

DOS Address

Expanded Address

PC/AT Address

Reserved Bits

Set and Clear

1-4

The termsassertand deassertrefer to the act of making a signal
active (enabled) and inactive (disabled), respectively. The active
polarity (high/low) is defined by the signal nhame. Active-low signals
are designated by a pound symbol (#) suffix; active-high signals have
no suffix. To assert RD# is to drive it low; to assert ALE is to drive it
high; to deassert RD# is to drive it high; to deassert ALE is to drive it
low.

Integrated peripherals that are compatible with PC/AT system archi-
tecture can be mapped into DOS (or PC/AT) addresses OH—03FFH.
In this manual, the termBOS addressand PC/AT addressare
synonymous.

All peripheral registers reside at address®S000H-OF8FFH.
PC/AT-compatible integrated peripherals can also be mapped into
DOS (or PC/AT) address space (OH—03FFH).

Integrated peripherals that are compatible with PC/AT system archi-
tecture can be mapped into PC/AT (or DOS) addresses OH—03FFH.
In this manual, the termBOS addressand PC/AT addressare
synonymous.

Certain register bits are describedeservedits. These bits are not
used in this device, but they may be used in future implementations.
Follow these guidelines to ensure compatibility with future devices:

* Avoid any software dependence on the state of undefined
register bits.

¢ Use aread-mofji-write sequence to loadgisters.
* Mask undefined bits when testing the values of defined bits.

* Do not depend on the state of undefined bits wheningt
undefined bits to memory or to another register.

* Do not depend on the ability to retain information written to
undefined bits.

The termssetandclear refer to the value of a bit or the act of giving
it a value. If a bit iset its value is “1";settinga bit gives it a “1”
value. If a bit isclear, its value is “0”;clearing a bit gives it a “0”
value.
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Set and Reset The termssetandresetrefer to the act of applying a signal to a pin.
Settinga pin gives it a logic high valuegsettinga pin gives it a logic
low value.

1.4 RELATED DOCUMENTS

The following documents contain additional information that is useful in designing systems that
incorporate the Intel386 EX microprocessor. To order documents, please call bregiiré Ful-
fillment (1-800-548-4725 in the U.&nd Canada; +44(0) 7981155 in Europe).

Intel386™ EX Embedded Microprocesstata sheet Order Number2420
Intel386™ SX Microprocessaata sheet Order Number@B7
Intel386™ SX Microprocessor Programmer’s Referenea ival Order Number 240331
Intel386™ SX Microprocessor Hardware Referencanhil Order Number 240332
Development Tools Order Number 272326

Buyer’s Guide for the Intel386™ Embedded Processor Family Order Number 272520

Buyer’s Guide for the Intel386™ Embedded Processor Family Order NumBega7
Packaging Order Number 800

I 1-5
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15 CUSTOMER SERVICE

This section provides telephone numbers and describes various customer services.
* Customer Support (U.S. and Canada) 808-8&236
¢ Customer Training (U.S. and Canada) -332-8806

¢ Literature Fulfillment
— 800-468-8118 (U.S. and Canada)
— +44(0)793-431155 (Europe)
* FaxBack* Service
— 800-628-2283 (U.S. and Canada)
— +44(0)793-496646 (Europe)
— 916-356-3105 (worldwide)
¢ Application Bulletin Board System
— 916-356-3600 (worldvde, up to 141-Kbaud Ine)
— 916-356-7209 (worldvde, dedicated 2400-baud line)
— +44(0)793-496340 (Europe)

Intel provides 24-hourwgomated technical support through the use of our FaxB=awgice and

our centralized Intel Application Bulletin Board System (BBS). The FaxBack service is a simple-
to-use information system that lets you order technical documents by phone for immediate deliv-
ery to your fax machine. The BBS is a centralized computer bulletin board system that provides
updated application-specific information about Intel products.

Intel also provides thEmbedded Applicationdrnal, a quarterly technical publication with ar-
ticles on microcontroller applications, erragapporttools, and other usefuhiormaion. To or-
der the journal, call the FaxBack service and order information packet #Eifibedded
Applications Journakubscription form).

1.5.1 How to Use Intel's FaxBack Service

Think of the FaxBack service as a library of technical documents that you can accegsuwith
phone. Just dial the telephone number (sge 1-§ and respond to the system prompts. After
you select a document, the system sends a copy to your fax machine.

Each document is assigned an order number and is listed in a subject catalog. First-time users

should order the appropriate subject catalogs to get a complete listing of document order num-
bers.

1-6 I
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The following catalogs and information packets are available:
1. Microcontroller, Flash, and iPLD catalog

Development tool catalog

System catalog

DVI and multimedia catalog

BBS catalog

Microprocessor and peripheral catalog

Quality and reliability catalog

© N o g A~ N

Technical questionnaire

1.5.2 How to Use Intel's Application BBS

The Application Bulletin Board System (BBS) provides centralized access to information, soft-
ware drivers, firmware upgrades, and revised software. Any user with a modem and computer can
access the BBS. Use the following modem settings.

* 14400, N, 8,1

If your modem does not support 14.4K baud, the system provides auto configuration support for
1200- through 14.4K-baud modems.

To access the BBS, just dial the telephonenber (se@age 1-$ and respond to the system
prompts. During your first session, the system gsksto register with the system operator by
entering your name and location. The system operator will then getiupcess account within

24 hours. At that time, you can access the files on the BBS. For a listing of files, call the FaxBack
service and order catalog #6 (the BBS catalog).

If you encounter any difficulty accessing our high-speed modenouindedicated 2400-baud
modem (se@age 1-§. Use the following modem settings.

e 2400 baud, N, 8, 1
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1.5.3 Howto Find the Latest ApBUILDER Files and Hypertext Manuals and Data
Sheets on the BBS

The latestApBUILDER files and hypertext manuals and data sheets are available first from the
BBS. To access the files:
1. Select [F] from the BBS Main menu.

Select [L] from the Intel Apps Files menu.

Select [25] to choogbe ApPBUILDER / Hypertext area.

Area level 25 hafour subkvels: (1) General, (2096 Files, (3) 186 Files, and (@051
Files.

2
3. The BBS displays the list of all area levels and prompts for the area number.
4
5

6. Select [1] to find the late®XpBUILDER files or the number of the appropriate product-
family sublevel to find the hypertext manuals and data sheets.

7. Enter the file number to tag the files you wish to download. The BBS displays tha-app
imate download time for tagged files.

1-8 I
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CHAPTER 2
ARCHITECTURAL OVERVIEW

The Intel386 ™ EX embedded microproces§ag(re 2-) is based on the static Intel386 §v6-

cessor. This highly integrated device retains those personal computer functions that are useful in
embedded applications and integrates peripherals that are typically needed in embedded systems.
The Intel386 EX processor provides a PC-compatible development platform in a device that is
optimized for embedded applications. Its integrated peripherals and power management options
make the Intel386 EX processor ideal for portable systems.

The integrated peripherals of the Intel386 EX are compatible with the standard desktop PC. This
allows existing PC software, including most of the industry’dilgdesktop and embedded op-
erating systems, to be easily implemented on an Intel386 EX-based platform. The Intel386 EX
processor includes a royalty-free license for the real-time Intel (iREIMB Operating System.

Using PC-compatible peripherals also allows for the development and debugging of application
software on a standard PC platform.

Typical applications using the Intel386 EX processor include automated manufacturing equip-
ment, cellular telephones, telecommunications equipment, fax machines, hand-held data loggers,
high-precision industrial flow controllers, interactive television, medical equipment, modems,
and smart copiers.

2.1 CORE

The Intel386 EX processor contains a modular, fully static Intel386 SX CPU and incorporates
System Management Mode (SMM) for enhanced power management. The Intel386 EX processor
has a 16-bit data bus and a 26-bit addressdupporting up to 64 Mbytes of memory address
space and 64 Kbytes of 1/0 address space. The CPU performance of the Intel386 EX processor
closely reflects the Intel386 SX CPUrfmrmance at the same sus.

Chapter 3, “Core Overviewdescribes differences between this device and the Intel386 SX CPU.
Please refer to tHatel386™ SX Microprocessor Programmer’s Reference Ma(ader num-

ber 240331) for applications and system programming information; descriptions of protected, re-
al, and virtual-8086 modes; and details on the instruction set.
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2.2

ARCHITECTURAL OVERVIEW

INTEGRATED PERIPHERALS

The Intel386 EX processor integrates both PC-compatible periph€adle 2-) and peripherals
that are specific to embedded applicatiorsble 2-2.

Table 2-1. PC-compatible Peripherals

Counter Unit
(TCU)

Name Description
Interrupt Consists of two 8259A programmable interrupt controllers (PICs) configured as master
Control Unit and slave. You may cascade up to four external 8259A PICs to expand the external
(Icv) interrupt lines to 36. Refer to Chapter 8, “Interrupt Control Unit.”
Timer Provides three independent 16-bit down counters. The programmable TCU is

functionally equivalent to an 82C54 counter/timer with enhancements to allow
remapping of peripheral addresses and interrupt assignments. Refer to Chapter 9,
“Timer/Counter Unit.”

Asynchronous
Serial I/0
(SIO) Unit

Features two independent universal asynchronous receiver and transmitters (UARTS)
which are functionally equivalent to National Semiconductor's NS16450. Each channel
contains a baud-rate generator, transmitter, receiver, and modem control unit. All four of
the serial channel interrupts may be connected to the ICU or two of the interrupts may
be connected to the DMA controller. Refer to Chapter 11, “Asynchronous Serial 1/0
Unit.”

Direct Memory
Access

(DMA)
Controller

Transfers internal or external data between any combination of memory and I/O devices
for the entire 26-bit address bus. The two independent channels operate in 16- or 8-bit
bus mode. Buffer chaining allows data to be transferred into noncontiguous memory
buffers. DMAs can be tied to any of the serial devices to support high data rates,
minimizing processor interruptions. Provides a special two-cycle mode that uses only
one channel for memory-to-memory transfers. Bus arbitration logic resolves priority
conflicts between the DMA channels, the refresh control unit, and an external bus
master. SIO and SSIO interrupts can be connected to DMA for high-speed transfers.
Backward compatible with 8237A. Refer to Chapter 16, “DMA Controller.”
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Table 2-2. Embedded Application-specific Peripherals

Name Description

Clock and An external clock source provides the input frequency. The clock and power

Power management unit generates separate internal clock signals for core and peripherals

Management | (half the input frequency), divides the internal clock by two for baud clock inputs to the

Unit SIO and SSIO, and divides the internal clock by a programmable divisor to provide a
prescaled clock signal (various frequencies) for the TCU and SSIO. Power management
provides idle and powerdown modes (idle stops the CPU clock but leaves the peripheral
clocks running; powerdown stops both CPU and peripheral clocks). Refer to Chapter 6,
“Clock and Power Management Unit.”

Watchdog When enabled, the WDT functions as a general purpose 32-bit timer, a software timer,

Timer (WDT) or a bus monitor. Refer to Chapter 10, “Watchdog Timer Unit.”

Synchronous | Provides simultaneous, bidirectional serial 1/0 in excess of 5 Mbps. Consists of a

Serial 110 transmit channel, a receive channel, and a baud rate generator. Built-in protocols are

(SSI0) unit not included, as these can be emulated using the CPU. The refresh control unit (RCU) is
provided for applications that use DRAMs with a simple EPLD-based DRAM controller
or PSRAMs that do not need a separate controller. SSIO interrupts can be connected to
the DMA unit for high-speed transfers. Refer to Chapter 12, “Synchronous Serial 1/0
Unit.”

Parallel /10 Three 1/0O ports facilitate data transfer between the processor and surrounding system

Ports circuitry. The Intel386 EX processor is unique in that several functions are multiplexed
with each other or with parallel I/0 ports. This ensures maximum use of available pins
and maintains a small package. Individually programmable for peripheral or 1/O function.
Refer to Chapter 13, “Input/Output Ports.”

Chip Select Programmable, eight-channel CSU allows direct access to up to eight devices. Each

Unit (CSU) channel can operate in 16- or 8-bit bus mode and can generate up to 31 wait states. The
CSU can interface with the fastest memory or the slowest peripheral device. The
minimum address block for memory address-configured channels is 2 Kbytes. The size
of these address blocks can be increased by multiples of 2 Kbytes for memory
addresses and by multiples of 2 bytes for I/O addresses. Supports SMM memory
addressing and provides ready generation and programmable wait states. Refer to
Chapter 14, “Chip-select Unit.”

Refresh Provides a means to generate periodic refresh requests and refresh addresses.

Control Unit Consists of a programmable interval timer unit, a control unit, and an address generation

(RCU) unit. Bus arbitration logic ensures that refresh requests have the highest priority. Refer
to Chapter 15, “Refresh Control Unit.”

JTAG Test- The test-logic unit simplifies board-level testing. Consists of a test access port and a

logic Unit boundary-scan register. Fully compliant with Standard 1149.1-1990, /EEE Standard
Test Access Port and Boundary-Scan Architecture and its supplement, Standard
1149.1a-1993. Refer to Chapter 17, “JTAG Test-logic Unit.”
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2.3 PC COMPATIBILITY

Of primary concern to system designers is the ability for the target system tadliiy agailable

software developed for the personal computer without modification. The Intel386 EX processor
provides that capability, assuming all the necessary hardware subsystems are available in the tar-
get system. Some applications may require additional functionality from one or more companion
chips and all require a custom BIOS to supply initialization and driver routines for on-chip devic-
es.

2.3.1 1/O Considerations

The Intel386 EX processor departs from the ISA standard as follows:

* |SA bus signals are not supplied, but the SX bus is maintained to allow the ISA bus signals
to be recreated.

¢ A video controller and keyboard controller are not provided, but their /O addresses are
reserved to allow them to be added externally.

* The I/O address space in a PC configuration is limited to 1 Kbyte. The Intel386 EX
processor uses a special address space extension to provide more register space (64 Kbytes
for the added peripherals. Four addressing modes allow you to select the level of PC
compatibility you want.

* IRQ10, IRQ11, IRQ12, and IRQ15 are not available for external interrupt connections.

2.3.2 PC/AT Compatibility

Setting bits in the port 92 configuration register provides backward compatibility for 8086 soft-
ware by forcing address line A20 to zero, which emulates wraparound across the 1 Mbyte address
boundary. FastCPUReset along with user-defined software may be used to reconstruct some of
the CPU-only reset modes used in 80286-basesyBtems.

2.3.3 Enhanced DMA Controller

The enhanced DMA controller was selected to maintain PC compatibility while providing in-
creased performance. The ISA-standard PC/AT architecture uses two cascaded 8237A DMA
controllers, provides seven channels, is limiteti@itaddressing, and requires two DMA chan-

nels for two-cycle memory-to-memory transfers.
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The enhanced DMA provides two channels, uses the same 8-bit registers as the 8237A, and is
programmed through 8-bit registe It uses 24-bit byte-count registersstgpport larger data
blocks, but these registers can be configured to look lik&28@A withpage registers. The en-
hanced DMA supports all of the 8237A’s operating modes except one: it doggppoirt the
command register bits that control the two-cycle transfers, compressed timing, and
DREQ/DACK signal polarityTable 2-1 on page 2{&ovides a brief description adthapter 16,

“DMA Controller” provides details about the enhanced DMA controller.

2.3.4 SIO Channels

The SIO channels are connected to the equivalent of a local bus, not the ISA bus. In addition, the
SIO channels have fixed addresses, rather than the progtaenaddresses found in PCs. If an-

other device resides at the SIO channel’s fixed address, a customized BIOS can detect it, remap
the SIO channel into the expanded I/O space, and write the new address into the BIOS data table
that describes the 1/0O map.
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CHAPTER 3
CORE OVERVIEW

The Intel386™ EX processor core is based upon the Intel386 SX processor. As such, it functions
exactly like the Intel386 SX processor except for the following enhancements and changes in per-
formance:

¢ ltis fully static. The clocks can be stopped at any time without the loss of data.
¢ Commonly used DOS and non-DOS peripherals have been added.
* The processor identification stored in the microcodz339H.
* Intel's System Management Mode (SMM) has been implemented. SMM:
— provides an interrupt input pin (SMI#) and a status output pin (SMIACT#).
— provides an instruction for exiting SMM (RSM).
— requires a special memory partition (SMRAM).

* Two additional address lines have been added for a total of 26 (64 Mbytesnafryne
address space; 64 Kbytes of I/O address space).

* An asynchronous FLT# signal has been added (when applied, the output and directional
pins are floated)

* Four special addressing modes/e been provided for various levels of DOS compatibility.

* Aninterrupt control unit has been added (i.e., the INTR pin of the Intel386 SX processor is
not directly available.)

* The following instructions require one to four additional clock cycles on the Intel386 EX
processor than on the Intel386 SX processor: IN, INS, REP INS, OUT, OUTS, REP OUTS,
POPA, HLT, MOV CRO,src.

* Maskable interrupts and NMI have two additional clock cycles of interrupt latency.

For the wide physical address space requiremeB2-dfit embedded applidans, the Intel386
EX processor is given two additional address pins (A24, A25). The 16 Mbyte physical address
space of the Intel386 SX processor is expanded to 64 Mbytes in the Intel386 EX processor.

The Intel386 EX processor has three low power features. First is the SMM (system management
mode) function, which controls system power consumption by using a special interrupt (SMI#).
Second is idle mode and third is powerdown mode. (3egpter 6, “Clock and Power Manage-
ment Unit,”for a description of these two modes.) In addition to these modes, the external clock
(CLK2) can be stopped at any time.
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Another enhanced feature is intersapport of the A20 Mask furion, which forces the A20 sig-
nal to a low level in order to maintain compatibility with old wraparound software for DOS or
Intel 286 microprocessors.

3.1 SYSTEM MANAGEMENT MODE OVERVIEW

The Intel386 EX processor provides a mechanism for system management with a combination of
hardware and CPU microcode enhancements. An externally generated system management inter-
rupt (SMI#) allows the execution of system-wide routines that are independent and transparent to
the operating system. The system management mode (SMM) architectural extensions to the
Intel386 CPU consists of the following elements:

¢ an interrupt input pin (SMI#) to invoke SMM.
* an output pin (SMIACT#) to identify execution state
* anew instruction (RSM), executable from SMM only
For low power systems, the primary function of SMM is to provide a transparent means for power

management. The SMM implementation is similar to that of the Intel386 SL CPU, but the SM-
RAM relocation isn’t supported.

3.1.1 SMM Hardware Interface

The Intel386 EX processor provides two pins for use in SMM systems, SMI# and SMIACT#.

3111 SMI# (System Management Interrupt Input)

The SMI# input signal is used to invoke system management mode. SMI# is a falling edge trig-
gered signal that forces the core into SMM at the completion of the current instruction. SMI# is
similar to NMI in the following ways:

¢ SMI# is not maskable.

* SMI# is recognized on an instruction boundary and at each iteration for repegt st
instructions.

* SMI# does not break LOCK#ed bus cycles.

* SMI# cannot interrupt currently executing SMM code. The processor will latch the falling
edge of a pending SMI# signal while the CPU is executing an existing SMI# (this allows
one level of buffering). The nested SMI# is not recognized until after the execution of a
resume instruction (RSM).

e SMI# will bring the processor out of idle or powewh mode.
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3.1.1.2 SMIACT# (SMM Active Output)

This output indicates that the processor is operating in system management mode. It is asserted
when the CPU initiates the SMM sequence and remains active (low) until the processor executes
the RSM instruction to leave SMM. Before SMIACT# is asserted, the CPU waits until the end of
instructionbounday. SMIACT# is used to establish a new memory map for SMM operation. The
processor supports this function by an extension to the internal chip-select unit. In addition, this
pin can be used by external logic to qualify RESET and SMI# SMIACT# never transitions during

a pipelined bus cycle.

3.1.2 SMI# Interrupt

When the CPU recognizes SMI# on an instruction boundary, it waits for all write cycles to com-
plete (including those pending externally) and asserts the SMIACT# pin. The processor then
saves its register state to SMRAM space and begins to execute the SMM handler. The RSM in-
struction restores the registers, deasserts the SMIACT# pin, and returns to the user program.

Upon entering SMM, the processor's PE, MP, EM, TS, HS and PG bits in CRO are cleared:

CRO Bit | Mnemonic Description Function
0 PE Protection Enable 1 = protection enabled
0 = protection disabled
1 MP Math Coprocessor Present | 1 = coprocessor present
0 = coprocessor not present
2 EM Emulate Coprocessor 1 = coprocessor opcodes generate a fault
0 = coprocessor opcodes execute
3 TS Task Switched 1 = coprocessor ESC opcode causes fault
0 = coprocessor ESC opcode does not cause fault
16 HS Halt 1=HALT is executed

0 = HALT is not executed

31 PG Paging Enable 1 = paging enabled
0 = paging disabled

Debug register DR7 is also cleared, except for bits 11-15.

Internally, a descriptor register (invisible to the programmer) is associated with each program-
mer-visible segment register. Each descriptor register holds a 32-bit segment base address, a 32-
bit segment limit, and other necessary segment attributes. When a selector value is loaded into a
segment register, the associated descriptor register is automatically updated with the correct in-
formation. In real mode, only the base address is updated directly (by shifting the selector value
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four bits to the left), since the segment maximum limit and attributes are fixed in Real mode. In
Protected mode, the base address, the limit, and the attributes are all updated per the contents of
the segment descriptor indexed by the selector. After saving the CPU state, the SMM State Save
sequence sets the appropriate bitthasegment descriptor, placing the core in an environment
similar to Real mode, without the 64 Kbyte limit checking.

In SMM, the CPU executes in a real-like mode. In this mode, the CPU can access (read and write)
any location within the 4 Gbyte logical address space. The physical address space is 64 Mbytes.
The CPU can also perform a jump and a call anywhere within a 1 Mbyte boundary address space.
In SMM, the processor generates addresses as it does in real mode; however, there is no 64 Kbyte
limit. The value loaded into the selector register is shifted to the left four bits and moved into its
corresponding descriptor base, then added to the effective address. The effective address can be
generated indirectly, using a 32-bit register. However, only 16 bits of EIP are pushed onto the
stack during calls, exceptions and INTR services. Therefore, when returning from calls, excep-
tions or INTRSs, the upper 16 bits of the 32-bit EIP will be zero. In an SMI# handler, the EIP
should not be over the 64 Kbyte boundary. The 16-bit @Svaladdressing within a 1 Mbyte
boundary.

Instructions that explicitly access the stack (e.g., MOV instructions) can access the entire 4
Gbytes of logical address space by using a 32-bit address size prefix. However, instructions that
implicitly access the stack (e.g., POP, PUSH, CALL, and RET) still have the 64 Kbytes limit,
since the B bit of the data segment descriptor is cleared in the SMM.

After SMI# is recognized and the processor state is saved, the processor state is initialized to the
following default values.

Register Content
General Purpose Register Unpredictable
EFLAGS 00000002H
EIP 00008000H
CS Selector 3000H
DS,ES,FS,GS,SS Selectors 0000H
CS Descriptor Base 00030000H
DS,ES,FS,GS,SS Descriptor Base 00000000H
CS,DS,ES,FS,GS,SS Descriptor Limit | FFFFFH
DS,ES,FS,GS,SS Attributes 16-bit
CRO Bits 0, 1, 2, 3, 16, 31 cleared
DR6 Unpredictable
DR7 Bits 0-10,16-31 cleared

34
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When a valid SMI# is recognized on an instruction execution boundary, the CPU immediately
begins execution of the SMM State Save sequence, asserting SMIACT# low (unless the CPU is
in a shutdown condition). The CPU then starts SMI# handler execution. An SMI# can't interrupt
a CPU shutdown. The SMI# handler always starts at 38000H. When themaltpde causes of
SMi#s, only one SMI# is generated, thereby ensuring that SMI#s are not nested.

3.1.3 SMRAM

The SMM architecture requires that a partition of memory be set aside for the SMM driver. This
is called the SMRAM. Several requirements must be met by the system:

* The address range of this partition must be, as a minimum,0fB&MO0H to 03FFFFH (32
Kbytes).

* The address range from 03FEOOH to 03FFFFH (512 bytes) is reserved for the CPU and
must be RAM.

* The SMM handler must start execution at location 038000H. It is not relocatable.
¢ During normal operation, the SMRAM should only be accessible if the system is in SMM.

¢ During system initialization it must be possible to access the SMRAM in order to initialize
it and possibly to install the SMM driver. This must obviously be done outside of the SMM.

¢ If the SMRAM overlays other memory in the system, then address decoding and chip
enables must allow the SMM driver to access the shadowed memory locations while in
SMM.

¢ The SMRAM should not be accessible to alternate bus masters such as DMA.

These requirements are made to ensure that the SMM remains transpaoer$idMcode and

to maintain uniformity across the various Intel processors that support this mode. Note that it is
possible for the designer of an embedded system to place the SMM driver code in read-only stor-
age, as long as the address space between 03FEOOH and 03FFFFH is writable.

The Intel386 EX processor does not support SMRAM relocation. Bit 17 of the SMM Revision
Identifier (see'SMRAM State Dump Area” on page 3-8hdicates whether the processor sup-
ports the relocation of SMRAM. If this bit is set (1), the processor supports SMRAM relocation.
If this bit is cleared (0), then the processor does not support SMRAM relocation. Since this device
doesn't support SMRAM relocation, bit 17 of the SMM Revision Identifier is cleared. The SM-
RAM address space is fixed from 38000H to 3FFFFH.
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3.1.4 Chip-select Unit Support for SMRAM

The internal chip-select unit (CSU) has been extended to support the SMRAM by utilizing a re-
served bit (bit 10) in each Low Address and Low Mask register. The CSU acts on these bits ex-
actly as if they represented another address line. Instead of being associated with an actual
address line, however, these bits are associated with an internally generated signal, ASMM.
ASMM has the Boolean equation:

ASMM = SMMACT AND NOT(iHLDA)

ASMM is asserted (high true) if the processor is in SMM and the core has control of the system
bus (core hold acknowledge signal, iHLDA, is not active). ASMM is, in effect, an extra address
line into the CSU that is set (1) if the core has control of the system bus and it is in SMM.

To see how this extension of the CSU supports the SMRAM requirements, consider an embedded
system which has 1 Mbyte of 16-bit wide EPROM in the region 03FO0000H to 03FFFFFFH and
1 Mbyte of 16-bitwide RAM in the regiorD0000000H to OO0OFFFFFH. Argile 32 Kbyte by 8

RAM in the regiorD0038000H to 0003FFFFH is added to support SN chip selects for this
system during normal operation would be programmed as follows:

REGION CA25:11 CM25:11 CASMM |CMSMM | BS16
EPROM | 11 1111 0000 0000 0 | 00 0000 1111 11111 0 0 1
RAM 00 0000 0000 0000 O | 00 0000 1111 11111 0 0 1
SMRAM | 00 0000 0011 1000 O | 00 0000 0000 01111 1 0 0

Each row in the above table represents a region of memory and its associated chip select logic.

During initialization, these same chip selects could be programmed as follows:

REGION CA25:11 CM25:11 CASMM |CMSMM | BS16
EPROM | 111111 0000 00000 | 00 0000 1111 11111 0 0 1
RAM 00 0000 0000 0000 O | 00 0000 1111 11111 0 0 1
SMRAM | 00 0001 0011 1000 O | 00 0000 0000 01111 0 0 0
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Only the SMRAM row has been changed; the SMRAM chip select has been redirected to the re-
gion 013F800H to 013FFFFH and the CASMM bit has been cleared. This allows the initialization
software to set up the SMRAM without entering the SMM. Note that the external design of the
system will have to guarantee that an SMI# cannot occur while the SMRAM is being initialized.

If the SMM driver needs to access the memory shadowed under the SMRAM, then the chip se-
lects can be reconfigured as follows:

REGION CA25:11 CM25:11 CASMM |CMSMM | BS16
EPROM | 111111 0000 00000 | 00 0000 1111 11111 0 0 1
RAM 00 0001 0000 0000 O | 00 0000 1111 11111 0 1 1
SMRAM | 00 0000 0011 1000 O | 00 0000 0000 01111 1 0 0

This leaves the SMRAM in place but moves the normal RAM into the partitiobODD® to
01FFFFFH. The CASMM bit is masked so that the RAM is selected independent of SMM.

3.1.5 /O Restart

Bit 16 of the SMM Revision Identifier is set (1) indicating that this device dapport the I/O
trap restart extension to the SMM base architecture.

The 1/O trap restart slgirovides the SMM handler the option of automatically re-executing an
interrupted 1/O instruction using the RSM instruction. When the RSM instruction is executed
with the I/O trap restart slot set to a value of OFFH, the CPU will automatically re-execute the 1/0
instruction that the SMI# has trapped. If the slot contains 0OH when the RSM instruction is exe-
cuted, the CPU will not re-execute the I/O instruction. This slot is initialized to 00H during an
SMI#. It is the SMM handler's responsibility to load the 1/O trap restart slot with OFFH when re-
start is desired. The SMM handler muost set the I/O trap restart slot to OFFH when the SMI#

is not asserted on an I/O instruction boundary, as this will cause unpredictable results.

3.1.6 HALT Restart
It is possible for SMI# to break into the HALT state and the application might want to return to

the HALT state after RSM. The SMM architecture provides the option of restarting the HALT
instruction after RSM.
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CRO (bit 16) is used as the HALT status bit and is set every time a HALT instruction is executed.
This information is saved by SMM State Save sequence, at the location specified by 3FFO2H. The
least-significant bit (bit 0) of this location is a duplicate bit of CRO (bit 16) during SMI# A RSM
instruction will restart the HALT instruction if this bit is set. The SMM handler has the option of
clearing this bit at 3FFO2H (the HALT restart slot) to force the CPU to proceed after the HALT
instruction. CRO (bit 16) is still considered a reserved bit and must not be altered by the SMM
handler.

3.1.7 SMRAM State Dump Area

The SMM State Save sequence sets SMIACT#. This mechanism indicates to internal modules
that the CPU has entered and is currently executing SMM. The resume (RSM) instruction is only
valid when in SMM. SMRAM space is an area located in the memory address r@@§#38
3FFFFH. The SMRAM area cannot be relocated internally. SMRAM space is intended for access
by the CPU only, and should be accessible only when SMM is enabled. This area is used by the
SMM State Save sequence to save the CPU state in a stack-like fashion from the top of the SM-
RAM area downward.

The CPU state dump area always starts at 3FFFFH and ends at 3FEOOH. The following is a map
of the CPU state dump in the SMRAM.
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Hex Address Name Description
03FFFC CRO Control flags that affect the processor state
03FFF8 CR3 Page directory base register
03FFF4 EFLGS | General condition and control flags
03FFFO EIP Instruction pointer
03FFEC EDI Destination index
03FFES8 ESI Source index
03FFE4 EBP Base pointer
03FFEO ESP Stack pointer
03FFDC EBX General register
03FFC8 EDX General register
03FFD4 ECX General register
03FFDO EAX General register
03FFCC DR6 Debug register; contains status at exception
03FFC8 DR7 Debug register; controls breakpoints
03FFC4 TR Task register; used to access current task descriptor
03FFCO LDTR Local descriptor table pointer
03FFBC GS General-purpose segment register
03FFB8 FS General-purpose segment register
03FFB4 DS Data segment register
03FFBO SS Stack segment register
03FFAC Cs Code segment register
03FFA8 ES General-purpose segment register
03FFA7-03FF04 | — Reserved
03FF02 — Halt restart slot
03FF00 — I/O trap restart slot
03FEFC — SMM revision identifier (10000H)
03FEFB-03FEQ0 | — Reserved

The programmer should not modify the contents of this area in SMRAM space directly. SMRAM
space is reserved for CPU access only and is intended to be used only when the processor is in
SMM.

ERRATA (3/28/95)

In the table entry for HEX Address 03FEFC, the description incorrectly showed 01000H;
it now correctly shows 10000H.
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3.1.8 Resume Instruction (RSM)

After an SMI# request is serviced, the RSM instruction must be executed to allow the CPU to
return to an application transparently after servicing the SMI# When the RSM instruction is ex-
ecuted, it restores the CPU state from SMRAM and passes control back to the operating system.
The RSM instruction uses the special opcod&#AH. The RSM instruction is reserved for the

SMI# handler and should only be executed by the SMI# handler. Any attempt to execute the RSM
outside of SMM mode will result in an invalid opcode exceptiorthatend of the RSM instruc-

tion, the processor will drive SMIACT# high, indicating the end of an SMM routine. This allows
the system designer to use SMIACT# as a gate to block RESET to the CPU while in SMM.

3.1.9 SMM Priority

If more than one exception or interrupt is pending at an instrulstianday, the processor ser-

vices them in a predictable order. The priority among classesception and inteupt sources

is shown in the table below. The processor first services a pending exception or interrupt from the
class that has the highest priority, transferring execution to the first instruction of the handler.

Lower priority exceptions are discarded; lower priority interrupts are held pending. Discarded ex-

ceptions are reissued when the interrupt handler returns execution to the point of interruption.
SMI# has the following relative priority, where 1 is highest and 11 is lowest:

Table 3-1. Relative Priority of Exceptions and Interrupts

Double Fault

Segmentation Violation

Page Fault

Divide-by-zero
SMI#

Single-step

Debug
ICE Break
NMI

INTR

1/0 Lock

O|lo(N|oOo|lO|(D|W|IN|EF

=
o

[
[N

3.2 SYSTEM MANAGEMENT INTERRUPT
The Intel386 EX processor extends the standard Intel386 microprocessor architecture by adding

a new feature called the system management interrupt (SMI#). This section describes in detall
how SMI# can be utilized by the system designer.
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The execution unit will recognize an SMI# (falling edge) on an instruction boundary (see instruc-
tion #3 inFigure 3-1 on pag@-11). After all the CPU bus cycles, including pipelined cycles, have
completed, the state of the CPU is saved to the SMM State Dump Area. Aftatieges RSM
instruction, the CPU will proceed to the next application code instruction (see instruction #4 in
Figure 3-). SMM latency is measured from the falling edge of SMI# to the first ADS# where
SMIACT# is active (se€igure 3-2.

/
\

Instr ‘ Instr
#1 #2  #3 ! A #4  #5
|
1
i State SMM State
! Save Handler Resume
| | Interrupts | ! Interrupts |
! ! Blocked | ! Blocked |
i | |
| | | ! |
| 1 1 | 1
. SMI | ! ! |
1 Latency ! ! | !
I 1
:(—:—): | ! i
SMI# | | | ! ! : !
| | : |
1 ! 1 1 | 1
| ‘
SMIACT# ! i | ! :
1 1 1
- e
| | RESET must | SESET musti
be blocked !
i be blocked !
INTR ; i
1
RESET : ]
H 1
1
: !

2nd SMI# is blocked

A2510-01

Figure 3-1. Standard SMI#

The SMM handler may optionally enable the NMI interrupt, but NMI is disabled when the SMM
handler is entered. (Note that the CPU will not recognize NMI while executing the SMM State
Save sequence or SMM State Resume sequence.) NMI will always be enabled following the com-
pletion of the first interrupt service routine (ISR) or exception handler.
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Once SMI# has been initiated, RESET must be blocked until the CPU state has been completely
saved. If RESET occurs during the state save process, unpredictable results will occur. It is rec-
ommended that external circuitry use the falling edge of SMI# to block RESET. The SMI# signal
needs to be sampled inactive, then active, in order to latch a falling edge. The SMI# must not be
asserted during RESEFigure 3-2shows the minimum SMM duration that is available for
switching SMRAM and system memory.

Even if the processor is in SMM, address pipeline bus cycles can be performed correctly by as-
serting NA# Pipeline bus cycles can also be performed immediately before and after SMIACT#
assertion. The numbersigure 3-2also reflect a pipeline bus cycle.

ijwwmmmmmw i
S inhnhnhn i
SMI# \ / J(El’ D J(_
1>t |
st [\ LT/ T T\ /T
resove T T\/T T T\L/ WT I W

A2512-01

Figure 3-2. SMIACT# Latency

NOTEEven if bus cycles are pipelined, the m inimum clock numbers are guaranteed.

3.2.1 System Management Interrupt During HALT Cycle

Since SMI# is an asynchronous signal, it may be generated at any time. A condition of interest
arises when an SMI# occurs while the CPU is in a HALT state. To give the system designer max-
imum flexibility, the processor allows an SMI# to optionally exit the HALT statgure 3-3

shows that the CPU will normally re-execute the HALT instruction after RSM; howeveagthy

ifying the HALT restart slot in the SMM State Dump area, the SMM handler can redirect the in-
struction pointer past the HALT instruction.

3-12 I



Int9I® CORE OVERVIEW

|Instr HALT| Halted State 1 Nnstr
#1 p #2 A#3  #a
' .
Option
Y pP
State SMM State
Save Handler Resume

A2508-01

Figure 3-3. SMI# During HALT

3.2.2 System Management Interrupt During 1/O Instruction

Like the HALT restart feature, the processor allows restarting 1/0 cycles which have been inter-
rupted by an SMI# This gives the system designer the option of performing a hardware 1/0O cycle
restart without having to modify either application, operating system, or BIOS softwarEigSee

ure 3-4)

If an SMI# occurs during an I/O cycle, it then becomes the responsibility of the SMM handler to
determine theource othe SMI#. If, for example, theource is the powered down I/O device, the
SMM handler would power up the I/O device and reinitialize it. The SMM handler would then
write OFFH to the I/O restart slot in the SMM State Dump area and the RSM instruction would
then restart the I/O instruction.

SMI#

{

| Instr| Instr | I/O Instr Nnstr
EERCY WS Option A# #5
Y Thel
State SMM State
Save Handler Resume

A2509-01

Figure 3-4. SMI# During I/O Instruction
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The SMI# input signal can be asynchronous and as a result, SMI# must be valid at least three
clock periods before READY# is asserted. SMI# must be sampled valid for at least two clocks,
with the other clock used to internally arbitrate for control. Sgare 3-5for details. (Note that

this diagram is only for I/O cycles and memory data read cycles.)

Priority Arbitration V

cwe LML L LML LY

SMI#
Sampled

- y

SMI#

tsu tsu

- <
<> -

RDY# \ /

A2511-01

Figure 3-5. SMI# Timing

3.2.3 Interrupt During SMM Handler

When the CPU enters SMM, both INTR and NMI are disabled. f&gee 3-6) The SMM han-

dler may enable INTR by executing the STl instruction. NMI will be enabled after the completion
of the first interrupt service routine (software or hardware initiated ISR) or exception handler
within the SMM handler. Software trupt and exception instructions are not blocked during
the SMM handler.

The SMM feature was designed to be used without any other interrupts. It is recommended that
INTR and NMI be blocked by the system during SMI# The pending INTR and NMI, which is
blocked by SMM, is serviced after completion of RSM instruction execution. Only one INTR and
one NMI can be pending.

The SMM handler may choose to enable interrupts to take advantage of device drivers. Since in-
terrupts were enabled while under control of the SMM handler, the signal SMIACT# will contin-

ue to be asserted. If the system designer wants to take advantage of existing device drivers that
leverage interrupts, the memory controller must take this into account.
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o SMM 1 Intr SMM o
Application Handler | Service Handler Application
Instr Instr | Instrl Instrl Instrl Instrl Instrl Instrl

I SMI | | |

| Latency i i i

|~—— i i i

SMI# 1 1 1 1

4 | State | | State |

1 1 1 1 1

— Save SMM Handler ~ RSM _ 1Restore,

SMIACT# | |- > —>
1 T T

: RESET must : : :

X RESET must,

INTR i beblocked [ ] be blocked |

| |

1 1

NMI ; ;

1 1

1 1

RESET : !

[ - |

! NMI is Blocked !

A2505-01

Figure 3-6. Interrupted SMI# Service

3.2.4 SMM Handler Terminated by RESET

RESET is allowed to occur (although not recommended during normal operation) so that SMM
software developers can escape out of an SMM handler without having to power the entire system
down. Also, at power up, RESET must not be internally bloddediever, there are “windows”

in time where asserting RESET can cause problems.

One such window is while the CPU is in the process of saving its state to the SMM State Dump
area. Should a RESET occur during this time period, the CPU will unconditionally jump to the
RESET location with no guarantee of properly saving the SMM state and no way to restore the
system state. (Even if the state was saved, you can't execute RSM after RESET without going
back into SMM.) Shouldhis occur, it is no longer possible to return to the application code.

The second window is when the CPU is in the process of restoring its original execution state.
Should a RESET aur during this time period, it is no longer possible to return to the application
code, unless therogrammer moved thentents of the SMM State Dump area to a second secure
area.

At normal design, RESET should be masked by external circuitry from SMI# assertion to the first
instruction of the SMM handler. S&&gure 3-7
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Application SMM Handler CPU Request
Instr Instr |Instr| Instrl Instrl Instrl Instrl Instrl | Instrl Instrl Instrl

| SMI
| Latency
|~ ——

SMI#

L

1 State

j Save SMM Handler —
SMIACT# |<—>:4 >

!
RESET must
be blocked

J
A

INTR

NMI

RESET | |

A2506-01

Figure 3-7. SMI# Service Terminated by RESET

3.2.5 HALT During SMM Handler

The system designer may wish to place the system into a HALT condition while in SMM. The
CPU allows this condition to occur; however, unlike a HALT while in normal mode, the CPU

internally blocks INTR and NMI from being recognized until after the RSM instruction is exe-

cuted. If a HALT needs to be breakable in SMM, the SMM handler must enable INTR and NMI
before a HALT instruction execution. NMI will be enabled after the completion of the first inter-

rupt service routine within the SMM handler.

After the SMM handler has enabled INTR and NMI, the CPU will exit the HALT state and return
to the SMM handler when INTR or NMI occurs. Segure 3-8for details.
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SMI#

Instr | INTR or NMI [instr
#L #2 A#3  #4
State| SMM | Enable [HALT[ Halted ! SMM | State
Save |Handler | INTR & NMI _§t§£e__. Handler| Resume

A

Interrupt
Handler

A2507-01

Figure 3-8. HALT During SMM Handler

3.2.6  SMI# During SMM Operation

If the SMI# request is asserted during SMM operation, the second SMI# can't nest the currently
executing SMM. The second SMI# request is latched, and held pending by the CPU. Only one
SMI# request can be pending. After RSM execution is completed, the pending SMI# is serviced.
At this time, SMIACT# is deasserted once at completion of RSM, then asserted again for the sec-
ond SMI#.

If the SMM handler polls the various SMI# sources by one of the SMI# triggers, and two SMI#
sources are found in the SMI# generation circuit, the SMM handleremifice both SMI#ourc-

es and will execute a RSM instruction. In this SMM handler, if the SMI# generation circuit asserts
the second SMI# during the first SMI# service routine, the second SMI# will be pending. Next,
the SMM handler will find two SMI# sources and services them. After the CPU completes the
RSM execution, the pending SMI# (second SMI#) will be generated, but there will be nothing to
service because the second SMI# has been serviced in the first SMM. This unnecessary SMI#
transaction requires a few hundred clocks. There may be some performance degradation if this
example occurs frequently. Fgood performance, it is the respitility of the SMI# generation
circuitry to manage multiple SMI# assertions.

3.3 The Intel386 EX™ PROCESSOR IDENTIFIER REGISTERS
The processor has two identifier registers: the Component and Revision ID register and the SMM

Revision ID register. The component ID is 23H; the component revision ID is 09H. This register
can be read as 2309H. The SMM revision identifier is 10000H.
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CHAPTER 4
SYSTEM REGISTER ORGANIZATION

This chapter provides an overview of the system registers incorporated in the Intel38&®t EX
cessor, focusing on register organization from an address architecture viewpoint. The chapters
that cover the individual peripherals describe the registers in detail.
This chapter is organized as follows:

* Overview

¢ 1/O address space for PC/AT* systems

* Expanded I/O space

¢ Organization of peripheral registers

* 1/O address decoding techniques

* Addressing modes

* Peripheral register addresses
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4.1 OVERVIEW

The Intel386 EX processor has register resources in the following categories:

* Intel386 processor core architectuegisters

* Intel386 EX processor peripheral registers

41.1

general purpose registers

segment registers

instruction pointer and flags

control registers

system address registers (protected mode)
debug registers

test registers

ERRATA (3/28/95)

configuration space control registers Sub-bullet for DMA unit registers incorrectly
) ] ) stated “8257A-compatible” ; now correctly states
interrupt control unit registers “8237A-compatible”.

timer/counter unit registers

DMA unit registerq8237A-compatible and enhanced function registers)
asynchronous serial /0O (SIO) registers

clock generation selector registers

power management control registers

chip-select unit control registers

refresh control unit registers

watchdog timer control registers

synchronous serial I/O control registers

parallel I/O port control registers

Intel386™ Processor Core Architecture Registers

These registers are a superset of8086 and30286 procssor registers. All 16-bi8086 and

80286 registers are contained within the 32-bit Intel386 processor core registers. A detailed de-
scription of the Intel386 architecture base registers can be foundlimél®86™ SX Micropro-

cessor Programmer's Reference Manual
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4.1.2 Intel386™ EX Processor Peripheral Registers

Thelntel386 EX processaontains some peripherals that are common and compatible with the
PC/AT system architecture and others that are useful for embedded applications. The peripheral
registers control access to these peripherals and enable you to configure on-chip system resources
such as timer/counters, power management, chip selects, and watchdog timer.

All of the peripheral registers reside physically in what is calle@xpanded I/O address space
(addresses OFOO0H-OF8FFH). Peripherals that are compatible with B¢3€Mm architecture
can also be mapped inBOS I/O address spac¢addresses O0H-03FFH). The following rules ap-
ply for accessing peripheral registers after a system reset:

¢ registers within the DOS I/O address space are accessible

* registers within the expanded I/O address space are accesgibldter the expanded I/O
address space is enabled

4.2 1/0 ADDRESS SPACE FOR PC/AT SYSTEMS

Thelntel386 EX processts I/O address space is 64 Kbytes. On PC/AT platforms, DOS operat-

ing system and applications assume that only 1 Kbyte of thetibigbyte 1/0 address space is

used. The first 256 bytes (addressesO0BB-00FFH) are reserved for 1/0O platform (mother-
board) resources such as the interrupt and DMA controllers, and the remaining 768 bytes (ad-
dresses 0100H-03FFHye available for “general” I/O peripheral cardaerces. Since only 1

Kbyte of the address space is supptdrtad-on 1/O peripheral cards typically decode only the
lower 10 address lines. Because the upper address lines are not decoded, the 256 platform addres
locations and the 768 bus address locations are repeated 64 times (on 1-Kbyte )uodarie

ering the entire 64-Kbyte address space. {(Sgere 4-1)

Generally, add-on 1/O peripheral cards do not use the 1/0O addresses reserved for the platform re-

sources. Software running on the platform can use any of the 64 repetitibies286 address
locations reserved for accessing platform resources.
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General Slot I1/10

Platform 1/0 (Reserved)

General Slot I1/10

Platform 1/0 (Reserved)

General Slot I1/0

Platform 1/O (Reserved)

General Slot 1/10

Platform 1/O (Reserved)

FFFFH (64K)

FDOOH

FCOOH (63K)

0COOH (3K)

0900H

0800H (2K)

0500H

0400H (1K)

0100H (256)

0000H (0)
A2498-01

Figure 4-1. PC/AT I/O Address Space
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4.3 EXPANDED I/O ADDRESS SPACE

Thelntel386 EX processts I/O address scheme is similar to that of EISA(32) systems. It assigns
63 of the 64 repetitions of the first 256 address locations of every 1K block to spktHi¢in

a PC, aslotis a socket used for add-in boards. In embedded processtuscan be viewed as

simply a part of the total /O address space.) The partitioning is such that 4 groups of 256 address
locations are assigned to each slot, for a total of 1024 specific address locations per §la- (See

ure 4-2) Since add-in I/O cards decode only the lower 10 address lines, sipeydeto the “gen-

eral’ 768 bytes (repeated 64 times). Thus, each slot has 1K addresses3&6fbyte segments)

that can potentially contain extended peripheral registers.
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FFFFH (64K)
General Slot I1/10
Slot 15
FCOOH (63K)
General Slot I1/10
Slot 15
F800H (62K)
General Slot /10
Slot 15
F400H (61K)
General Slot 110
Slot 15
FOOOH (60K)
) )
) )
) )
1FFFH (8K)
General Slot I/0
Slot 1
1COOH (7K)
General Slot I/0
Slot 1
1800H (6K)
General Slot I1/10
Slot 1
1400H (5K)
General Slot I/10
Slot 1
1000H (4K)
General Slot I1/10
Slot 0
0COO0H (3K)
General Slot I1/10
Slot 0
0800H (2K)
General Slot I/10
Slot 0
0400H (1K)
General Slot I1/10
Slot 0
0000H (0K)

A2499-01

Figure 4-2. Expanded I/O Address Space
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Slot O refers to the platform. (Again, many of the peripheraladoon a standard PC platform
(motherboard) are integrated in tlmeel386 EX processyrThus, a total of 1K unique 1/O ad-
dresses are assigned to the platform (in addition to the 768 bytes that are repeated). The first 256
address locations are the same platform resources as defined across all platforms. The remaining
three groups of 256 address locations can be used for a specific platform such as EISA.

Thelntel386 EX processarses slot 15 for the registers needed for integrated peripherals. Using
this slot avoids conflicts with other devices in an EISA system, since EISA systems do not typi-
cally use slot 15. Thimtel386 EX processatoes not currently use slot 14, but it is reserved for
future expansion.

4.4 ORGANIZATION OF PERIPHERAL REGISTERS

The registers associated with the integrated peripherals are physically located in slot 15 1/0O space.
There are sixteen 4K address slots in I/O space. Slot 0 ref@t$+4@H-FH; slot 15 refers to
OFO00H-OFFFFHTable 4-1shows the address map for the peripheral registers in slot 15. Note
that the 1/0 addresses fall in address raffe300H-0FOFFH, OF400H—0F4FFH, and OF800H—
OF8FFH; utilizing the unique sets of 256 1/O addresses in Slot 15.

Table 4-1. Peripheral Register I/O Address Map in Slot 15

Register Description I/O Address Range
DMA Controller 1 FOOOH - FO1FH
Master Interrupt Controller FO20H - FO3FH
Programmable Interval Timer FO40H - FO5FH
DMA Page Registers FO80H - FO9FH
Slave Interrupt Controller FOAOH - FOBFH
Math Coprocessor FOFOH - FOFFH
Chip Select Unit F400H - FA7FH
Synchronous Serial /0O Unit FA80H - FA9FH
DRAM Refresh Control Unit FAAOH - F4BFH
Watchdog Timer Unit FACOH - FACFH
Asynchronous Serial I/O Channel 0 (COM1) FAF8H - F4FFH
Clock Generation and Power Management Unit F800H - F80FH
External/lnternal Bus Interface Unit F810H - F81FH
Chip Configuration Registers F820H - F83FH
Parallel /O Ports F860H - F87FH
Asynchronous Serial I/O Channel 1 (COM2) F8F8H -  F8FFH
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4.5 /O ADDRESS DECODING TECHNIQUES

One of the key features of the Intel386 EX processor is that it can be configured to be compatible
with the standard PC/AT architecture. In a PC/AT system, the platformdfDnees aréocated

in the slot 0 I/O address space. For the Intel386 EX processor, this means that PC/AT-compatible
internal peripherals should be reflected in the slot 0 I/O space for DOS operating system and ap-
plication software to access and manipulate them properly.

This discussion leads to the conceptBOIS I/0 spacandexpanded 1/0O spac®0OS I/O space
refers to the lower 1K of /O addresses, where only PC/AT-compatible peripherals can be
mappedExpanded I/O spacesfers to the top 4K of I/O addresses, where all peripheral registers
are physically located. The remainder of this section explains how special /O addeebaglec
schemes manipulate register addresses within these two 1/O spaces.

4.5.1 Address Configuration Register

I/O address locations 22H and 23H in DOS 1I/O space offer a special case. These address locations
are not used to access any peripheral registers in a PC/AT system. The Intel386 SL microproces-
sor and other integrated PC solutions use them to enable extra address space required for config-
uration registers specific to these products. On the Intel386 EX processor, these address locations
are used thidethe peripheral registers in the expanded I/O space. The expanded I/O space can
be enabled (registers visible) or disabled (registers hidden).

The 16-bit register at I/O location 22H can also be used to control mapping of various internal
peripherals in I/O address space. This register, REMAPCFG, is defifgglire 4-3

The remap bits of this register control whether the internal peripherals are mapped into the DOS
I/O space. Setting a bit makes the peripheral accessible only in expanded I/O space. Clearing a
bit makes the peripheral accessible in both DOS I/0O space and expanded I/O space. To access the
REMAPCFG registeryou must first enablthe expanded I/O address space. At reset, this register

is cleared, which maps internal PC/AT-compatible peripherals into DOS 1/O space.
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Address Configuration Register Expanded Addr:  0022H
REMAPCFG PC/AT Address:  0022H
Reset State: 0000H
15 8
(e [ - [ - [ - J[ = 1 =T - =]
7 0
| = [ sir [ s | e |[ ™R | R | - | ® |
Bit Bit. Function
Number Mnemonic
15 ESE Enables expanded 1/O space.
14-7 — Reserved.
6 S1R Remaps serial channel 1 (COM2) address.
5 SOR Remaps serial channel 0 (COM1) address.
4 ISR Remaps slave 8259A interrupt controller address.
3 IMR Remaps master 8259A interrupt controller address.
2 DR Remaps DMA address.
1 — Reserved.
0 TR Remaps timer control unit address.

Figure 4-3. Address Configuration Register (REMAPCFG)

4.5.2 Enabling and Disabling the Expanded I/O Space

TheIntel386 EX processts expanded I/O space is enabled by a specific write sequence to 1/0
addresses 22H and 23Hidure 4-34. Once the expanded I/O space is enabled, internal peripher-

als (timers, DMA, interrupt controllers and serial communication channels) can be mapped out
of DOS 1/0O space (using the REMAPCFG register) and registers associated with other internal
peripherals (such as the chip-select unit, power management unit, watchdog timer) can be access-
ed.

4521 Programming REMAPCFG Example

The expanded I/O space enable (ESE) bit in the REMAPCFG register can be set only by three
sequential write operations to I/O addresses 22H and 23H as describgdrn4-4 Once ESE

is set, REMAPCFG_LO and all the on-chip registers in the expanded 1/O address range FOOOH—
F8FFH can be accessed. The remap bits in REMAPCFG_LO are still in effect even when the ESE
bit is cleared by writing 0 to the ESE bit.
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ERRATA (3/28/95)
Figure 4-4, Programming the ESE Bit, has been substantially rewritten.

;;disable interrupts

CLI
; Enable expanded I/O space of Intel386(tm) EX processor
; for peripheral initialization.

MOV AX, 08000H ; Enable expanded I/O space ERRATA (6/1/95)

. Previous errata incorrectly showed
OUT 23H, AL ; and unlock the re-map bits OUT 23H, AX
XCHG AL, AH Now correctly shows

OUT 22H, AL OUT 22H, AX
OUT 22H, AX N
;; at this point PC/AT peripherals can be mapped out or in
;; other peripherals can be accessed and manipulated
;; For example,
;; Map out the on-chip DMA channels from the DOS I/O space (slot 0)
MOV AL, 04H
OUT 22H, AL
; Disables expanded 1/O space
MOV AL, 00H
OUT 23H, AL
;; Re-enable Interrupts
STI

Figure 4-4. Setting the ESE Bit

The REMAPCEFG register is write-protected until the expanded I/O space is enabled. When the
enabling write sequence is executed, it sets the ESE litogram can check this bit to see
whether it has access to the expanded I/O space registers. Clearing the ESE bit disables the ex-
panded I/O space. This again locks the REMAPCFG register and makes it read-only.

4.6 ADDRESSING MODES

Combinations of the value of the ESE bit and the individual remap bits in the REMAPCFG reg-
ister yield four different peripheral addressing modes as far as I/O address decoding is concerned.

4.6.1 DOS-compatible Mode

DOS-compatible mode is achieved by clearing ESE and all the peripheral remap bits. In this
mode, all PC/AT-compatible peripherals are mapped into the DOS I/O space. Only address lines
A9-AO are decoded for internal peripherals. Accesses to PC/AT-compatible peripherals are val-
id, while all other internal peripherals are inaccessible Rggpare 4-5.

This mode is useful for accessing the internal timer, interrupt controller, serial I/O ports, or DMA
controller in a DOS-compatible environment.
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Register

REMAPCFG | 23H

3FFH

On-chip UART-0

On-chip UART-1

On-chip 8259A-2

22H

OH

On-chip Timer

On-chip 8259A-1

On-chip DMA

F8FFH

FOOOH

DOS 1/O Space

Expanded
1/0
Space

Note: Shaded area indicates that

expanded I/O space
peripherals are not
accessible

A2495-01

Figure 4-5. DOS-Compatible Mode
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4.6.2 Nonintrusive DOS Mode

This mode is achieved by clearing ESE and setting the individual peripherals’ remap bits. Periph-
erals whose remap bits are set will be mapped out of DOS I/O space. Like DOS-compatible mode,
only address lines A9—AQ are decoded internally. This mode is useful for connecting an external
peripheral instead of using the integrated peripheral. For example, a system might use an external
8237A DMA rather than using the internal DMA unit. For this configuration, clear the ESE bit
and set the remap bit associated with the DMA unit. In this case, the external 8237A is accessible
in the DOS 1/0O space, while the internal DMA can be accessed only after the expanded I/O space
is enabled. (Sekigure 4-6)

4.6.3 Enhanced DOS Mode

This mode is achieved by setting the ESE bit and clearing all PC/AT-compatible peripherals’
remap bits. Address linésl 5—-A0 are decoded internallyhe expanded I/O space is enabled and

the PC/AT-compatible internal peripherals are accessible in either DOS I/O space or expanded
I/O space. (SeEigure 4-7) If an application frequently requires the additional peripherals, but

at the same time wants to maintain DOS compatibility for ease of development, this is the most
useful mode.

4.6.4 NonDOS Mode

This mode is achieved by setting the ESE bit and setting all peripherals’ remap bits. Address lines

A15-A0 are decoded internally. The expanded I/O space is enabled and all peripherals can be ac-
cessed only in expanded 1/O space. This mode is useful for systems that don’t require DOS com-

patibility and have other custom peripherals in slot 0 I/O space.

For all DOS peripherals, the lower 10 bits in the DOS /O space and in the expanded I/O space
are identical (except the UARTS, whose lower 8 bits are identical). This makes correlation of their
respective offsets in DOS and expanded I/O spaces easier. Also, the UARTs have fixed I/O ad-
dresses. This differs from standard PC/AT configurations, in which these address rapges are
grammable.
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3FFH

On-chip UART-0

REMAPCFG | 23H
Register
22H

On-chip UART-1

On-chip 8259A-2

On-chip Timer

On-chip 8259A-1

OH

Internal DMA

DOS I/0 Space

F8FFH

FOOOH

Expanded
le}
Space

Note: Shaded area indicates
that the on-chip DMA and
expanded I/O space
peripherals are not
accessible

A2496-01

Figure 4-6. Example of Nonintrusive DOS-Compatible Mode
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3FFH

REMAPCFG | 23H
Register
22H

OH

On-chip UART-2

On-chip UART-1

On-chip 8259A-2

On-chip Timer

On-chip 8259A-1

On-chip DMA

DOS 1/O Space

F8FFH

FOOOH

Other Peripherals

UART-0

UART-1

Timer

8259A-2

8259A-1

On-chip DMA

A2501-01
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3FFH
REMAPCFG | 23H| 1 0
Register
2Z2Hl o122 ]1|12
OH

DOS I/O Space

F8FFH

FOOOH

Other Peripherals

UART-0

UART-1

Timer

8259A-2

8259A-1

On-chip DMA

A2502-01

Figure 4-8. NonDOS Mode
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4.7 PERIPHERAL REGISTER ADDRESSES

Table 4-2lists the addresses and names of all the user-accessible peripheral registaughAlth

the Intel386 core has byte, word, and doubleword access to I/0 addresses, some registers can only
be accessed as bytes. The registers withlile Bytecolumn shaded are byte-addressable only.

The default (reset) value of each register is shown iRéset Valueolumn. AnXin this column

signifies that the register bits are undefined. Some address values do not access registers, but are
decoded to provide a logic control signal. These addresses are lisletdaaegisteiin theReset

column.

Table 4-2. Peripheral Register Addresses (Sheet 1 of 6)

Exsng:sd AZ((j:r/?;-s High Byte Low Byte Reset Value
DMA Controller and Bus Arbiter

FOOOH 0000H DMAOTARO/1 XX

FOO1H 0001H DMAOBYCO0/1 XX

FOO2H 0002H DMA1TARO/1 XX

FOO3H 0003H DMA1BYCO0/1 XX

FO004H 0004H Reserved

FOO5H 0005H Reserved

FOO6H 0006H Reserved

FOO7H 0007H Reserved

FOO8H 0008H DMACMD1/DMASTS | 00H

FOO9H 0009H DMASRR 00H

FOOAH 000AH DMAMSK 04H

FOOBH 000BH DMAMOD1 00H

FOOCH 000CH DMACLRBP Not a register

FOODH 000DH DMACLR Not a register

FOOEH 00OEH DMACLRMSK Not a register

FOOFH 000FH DMAGRPMSK 03H

FO10H DMAOREQO/1 00H

FO11H DMAOREQ2/3 00H

FO12H DMA1REQO/1 00H

FO13H DMA1REQ2/3 00H

FO014H Reserved

FO15H Reserved

FO16H Reserved

NOTE: Registers with the “High Byte” column shaded (darker shade) are byte-address-

able only. Lighter shade indicates reserved areas.
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Table 4-2. Peripheral Register Addresses (Sheet 2 of 6)

Exsng:sd AZ((j:r/?;-s High Byte Low Byte Reset Value
FO17H Reserved
FO18H DMABSR FOH
FO19H DMACHR/DMAIS 00H
FO1AH DMACMD2 08H
FO1BH DMAMOD2 00H
FO1CH DMAIEN 00H
FO1DH DMAOVFE OAH
FO1EH DMACLRTC Not a register
Master Interrupt Controller
FO20H 0020H ICW1m/IRRmM/ISRm/ | XX
OCW2m/OCW3m
FO021H 0021H ICW2m/ICW3m/ XX
OCW1m/POLLmM
Address Configuration Register
0022H 0022H REMAPCFG_HI | REMAPCFG_LO 0000H
Timer Control Unit
FO40H 0040H TMRO XX
FO41H 0041H TMR1 XX
FO042H 0042H TMR2 XX
FO043H 0043H TMRCON 00H
DMA Page Registers
FO80H Reserved
FO081H 0081H Reserved
F082H 0082H Reserved
FO83H 0083H DMA1TAR2 XX
F084H Reserved
FO85H DMA1TAR3 XX
FO86H DMAOTAR3 XX
FO87H 0087H DMAOTAR2 XX
FO088H Reserved
FO89H 0089H Reserved
FO8AH 008AH Reserved
FO8BH 008BH Reserved

NOTE: Registers with the “High Byte” column shaded (darker shade) are byte-address-

able only. Lighter shade indicates reserved areas.
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ERRATA (3/28/95)

In the table entry for address FO92H , the reset value incorrectly showed 00H; it now correctly shows OEH.

Table 4-2. Peripheral Register Addresses (Sheet 3 of 6)

intel.

Exgngfsd AZ((j:r/?;-s High Byte Low Byte Reset Value
FO8CH Reserved
FO8DH Reserved
FO8EH Reserved
FO8FH Reserved
FO98H DMAOBYC2 O0H
FO99H DMA1BYC2 O0H
FO9AH Reserved
FO9BH Reserved

A20GATE and Fast CPU Reset
FO92H 0092H PORT92 OEH

Slave Interrupt Controller
FOAOH 00AOH ICW1s/IRRs/ISRs/ XX
OCW2s/OCW3s
FOA1H 00A1H ICW2s/ICW3s/ XX
OCW1s/POLLs
Chip-select Unit

F400H CSOSADL_HI CSOADL_LO 0000H
F402H CSOSADH_HI CSOADH_LO 0000H
F404H CSOMSKL_HI CSOMSKL_LO 0000H
F406H CSOMSKH_HI CSOMSKH_LO 0000H
F408H CS1SADL_HI CS1ADL_LO 0000H
F40AH CS1SADH_HI CS1ADH_LO 0000H
F40CH CS1IMSKL_HI CS1IMSKL_LO 0000H
F40EH CS1IMSKH_HI CS1IMSKH_LO 0000H
F410H CS2ADL_HI CS2ADL_LO 0000H
F412H CS2ADH_HI CS2ADH_LO 0000H
F414H CS2MSKL_HI CS2MSKL_LO 0000H
F416H CS2MSKH_HI CS2MSKH_LO 0000H
F418H CS3ADL_HI CS3ADL_LO 0000H
F41AH CS3ADH_HI CS3ADH_LO 0000H
F41CH CS3MSKL_HI CS3MSKL_LO 0000H
F41EH CS3MSKH_HI CS3MSKH_LO 0000H
F420H CS4ADL_HI CS4ADL_LO 0000H

NOTE: Registers with the “High Byte” column shaded (darker shade) are byte-address-
able only. Lighter shade indicates reserved areas.
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Table 4-2. Peripheral Register Addresses (Sheet 4 of 6)

Exsng:sd AZ((j:r/?;-s High Byte Low Byte Reset Value
F422H CS4ADH_HI CS4ADH_LO 0000H
F424H CS4AMSKL_HI CS4MSKL_LO 0000H
F426H CS4AMSKH_HI CS4MSKH_LO 0000H
F428H CS5ADL_HI CS5ADL_LO 0000H
F42AH CS5ADH_HI CS5ADH_LO 0000H
F42CH CS5MSKL_HI CS5MSKL_LO 0000H
F42EH CS5MSKH_HI CS5MSKH_LO 0000H
F430H CS6ADL_HI CS6ADL_LO 0000H
F432H CS6ADH_HI CS6ADH_LO 0000H
F434H CS6MSKL_HI CS6MSKL_LO 0000H
F436H CS6MSKH_HI CS6MSKH_LO 0000H
F438H UCSADL_HI UCSADL_LO FF6FH
F43AH UCSADH_HI UCSADH_LO FFFFH
F43CH UCSMSKL_HI UCSMSKL_LO FFFFH
F43EH UCSMSKH_HI | UCSMSKH_LO FFFFH
ynchronous Serial 1/0O Unit
F480H SSIOTBUF_HI | SSIOTBUF_LO 0000H
F482H SSIORBUF_HI | SSIORBUF_LO 0000H
F484H SSIOBAUD 00H
F486H SSIOCON1 COH
F488H SSIOCON2 00H
F48AH SSIOCTR 00H
Refresh Control Unit
F4AQH RFSBAD_HI RFSBAD_LO 0000H
F4A2H RFSCIR_HI RFSCIR_LO 0000H
F4A4H RFSCON_HI RFSCON_LO 0000H
F4A6H RFSADD_HI RFSADD_LO 00FFH
Watchdog Timer Unit

F4COH WDTRLDH_HI | WDTRLDH_LO 0000H
F4C2H WDTRLDL_HI WDTRLDL_LO FFFFH
F4AC4H WDTCNTH_HI | WDTCNTH_LO 0000H
F4C6H WDTCNTL_HI | WDTCNTL_LO FFFFH

NOTE: Registers with the “High Byte” column shaded (darker shade) are byte-address-

able only. Lighter shade indicates reserved areas.
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Table 4-2. Peripheral Register Addresses (Sheet 5 of 6)

Exsng:sd AZ((j:r/?;-s High Byte Low Byte Reset Value
F4C8H WDTCLR_HI WDTCLR_LO Not a register
FACAH WDTSTATUS 00H
Asynchronous Serial /O Channel 0 (COM1)
FAF8H 03F8H RBRO/TBRO/DLLO FFH
FAF9H 03F9H IERO/DLHO FFH
FAFAH 03FAH IIRO 01H
FAFBH 03FBH LCRO 00H
FAFCH 03FCH MCRO 00H
FAFDH 03FDH LSRO 60H
FAFEH 03FEH MSRO XOH
FAFFH 03FFH SCRO XX
Clock Generation and Power Management
F800H PWRCON 00H
F804H CLKPRS_HI CLKPRS_LO 0000H
Device Configuration Registers
F820H P1CFG 00H
F822H P2CFG 00H
F824H P3CFG 00H
F826H PINCFG 00H
F830H DMACFG 00H
F832H INTCFG 00H
F834H TMRCFG 00H
F836H SIOCFG 00H
Parallel I/O Ports
F860H P1PIN XX
F862H P1LTC FFH
F864H P1DIR FFH
F868H P2PIN XX
F86AH P2LTC FFH
F86CH P2DIR FFH
F870H P3PIN XX
F872H P3LTC FFH

NOTE: Registers with the “High Byte” column shaded (darker shade) are byte-address-
able only. Lighter shade indicates reserved areas.
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Table 4-2. Peripheral Register Addresses (Sheet 6 of 6)

Exgngfsd Altjjr(j:r/?;-s High Byte Low Byte Reset Value
F874H P3DIR FFH
Asynchronous Serial /0O Channel 1 (COM2)

F8F8H 02F8H RBR1/TBR1/DLL1 FFH
F8F9H 02F9H IER1/DLH1 FFH
F8FAH 02FAH IIR1 01H
F8FBH 02FBH LCR1 00H
F8FCH 02FCH MCR1 00H
F8FDH 02FDH LSR1 60H
F8FEH 02FEH MSR1 XOH
F8FFH 02FFH SCR1 XX

NOTE: Registers with the “High Byte” column shaded (darker shade) are byte-address-

able only. Lighter shade indicates reserved areas.
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CHAPTER 5
DEVICE CONFIGURATION

Device configuration is the process of setting up the microprocessor’s on-chip periploerals
particular system design. Specifically, device configuration consigi®gfamning registers to
connect peripheral signals to the package pins and interconnect the peripherals. The peripherals
include the following:

¢ DMA controller (DMA)

¢ interrupt control unit (ICU)

¢ timer/counter unit (TCU)

¢ asynchronous serial 1/0O units (SIO0, SIO1)
¢ synchronous serial /O unit (SSIO)

¢ refresh control unit (RCU)

¢ chip-select unit (CSU)

In addition, the pin configuration registers control connections from the coprocessor to the core
and pin connections to the bus arbiter.

A variety of configuration optiongrovide flexibility in configuringhe Intel3861 EX micropro-

cessor. This chapter describes the available configurations and the configuration registers that are
programmed to define a configuration. It presents a method of configuring the chip for a set of
specifications, and shows an example of configuring the device for a PC/AT*compatible design.

It also provides worksheets to facilitate the configuration for your design.

5.1 INTRODUCTION
Figure 5-1shows Peripheral A and its connections to other peripherals and the package pins.

The “Internal Connection Logic” provides three kinds of connections:
* connections between peripherals
* connections to package pins via multiplexers

¢ direct connections to package pins without multiplexers

The internakonnectioriogic is controlled by the Peripheral A configuration register.

1 In this chapter, the terms “peripheral” ammh“chip peripheral” are used interchangeably. An “off-chip peripheral” is
external to the Intel386 EX miquoocessor.
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Each of the pin multiplexers (“Pin Muxes”) connects one of two internal signals to a pin. One is
a Peripheral A signal. The second signal can be an 1/O port signal or a signal from/to another pe-
ripheral. The pin multiplexers are controlled by the pin configuration registers. Some input-only
pins without multiplexers (“Shared Pins w/o Muxes”) are routed to two different peripherals.
Your design should use only one of the inputs.

Together, the peripheral configuration registers and the pin configuration registers allow you to
select the peripherals to be used, to interconnect them as your design requires, and to bring se-
lected signals to the package pins.

Peripherals B, C, D, ...
|

VAN

Pins
with
Microprocessor Muxes

Peripheral A .
K B e K

Muxes
Internal _
<:> Connection Shared Pins
Logic A Control w/o Muxes

Peripheral A <
Configuration

Register
Pin Configuration Registers

+ Control

A2535-01

Figure 5-1. Peripheral and Pin Connections

5.2 PERIPHERAL CONFIGURATION
This section describes the configuration of each on-chip peripheral. The peripheral block dia-

grams in this section are simplified to focus on the signals relevant to device configuration. For
more detailed information on the peripheral itself, see the chapter describing that peripheral.
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The symbology used for signals that share a device pin is shoigure 5-2 on page 5-®f

the two signal names by a pin, the upper signal is associated with the peripheral in the figure. The
lower signal in parentheses is the alternate signal, which connects to a different peripheral or the
core. If a pin has a multiplexer, it is shown as a switchtlacegister bit that controls it is noted
above the switch.

Figure 5-21 on page 5-30mmarizes the bit selections in the pin configuration registerg,ignd
ure 5-22 on page 5-Fummarizes the bit selections in the peripheral configuration registers. The
use of these tables is discussetidonfiguration Example” on page 5-25

5.2.1 DMA Controller, Bus Arbiter, and Refresh Unit Configuration

Figure 5-2shows the DMA controller, bus arbiter, and refresh unit together with information for
their configuration. Requests for a DMA data transfer are shown as inputs to the multiplexer:

¢ aserial /O transmitter (TXDO, TXD1) or receiver (RXDOXR1)

* asynchronous serial /O transmitter (SSIOTX) or receiver (SSIORX)
e atimer (OUT1, OUT2)

¢ an external source (DRQO, DRQ1).

The inputs are selected by the DMA configuration registerkgpee 5-3.

5211 Using The DMA Unit with External Devices

For each DMA channel, three bits in the DMA configuration registiggufe 5-3 select the ex-

ternal request input or one of four request inputs from the peripherals. Another bit enables or dis-
ables that channel’s DMA acknowledge signal (DA&Kat the device pin. Enable the DAGK

signal only if you are using the external request signal (B)RThe acknowledge signals are not
routed to the on-chip peripherals, and therefore, these peripherals cannot initiate single-cycle (fly-
by) DMA transfers.

An external bus master cannot talk directly to internal peripheral modules because the external
address lines are outputs only. However, an external device could use a DMA channel to transfer
data to or from an internal peripheral because the DMA generates the addresses. This transaction
would be a two-cycle DMA bus transaction.
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5.2.1.2 DMA Service to an SIO or SSIO Peripheral

A DMA unit is useful for servicing an SIO or SSIO peripheral operating at a high baud rate. At
high baud rates, the interrupt response time of the core may be too long to allow the serial chan-
nels to use an inteupt to service the receive-buffer-fubndition. By the time the interrupt ser-

vice routine is ready to transfer the receive-buffer data to memory, new data would have been
loaded into the buffer. By using an appropriately configured DMA channel, data transfers to and
from the serial channels can occur within a few bus cycles of the time that a serial unit is ready
to move data. SIO and SSIO inputs to the DMA are selected by the DMA configuration register
(Figure 5-3.

5.2.1.3 Using The Timer To Initiate DMA Transfers

A timer output (OUT1, OUT2) can be used to initiate periodic data transfers by the DMA. A
DMA channel is programmed for the transfer, and then a timer output pulse triggers the transfer.
The most useful DMA and timer combinations for this type of transfer are the periodic timer
modes (mode 2 and mode 3) with the DMA block-transfer mode programme@h&peer 9,
“Timer/Counter Unit,"andChapter 16, “DMA Controller,for programming the peripherals.

5214 Limitations Due To Pin Signal Multiplexing

Pin signal multiplexing can preclude the simultaneous use of a DMA channel and another periph-
eral or specific peripheral signal (sEgure 5-3. For example, using DMA channel 1 with an
external requestor device precludes using SIO channel 1 due to the multiplexed signal pairs
DRQ/RXD1 and DACK1#/TXD1.
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DMACFG.2:0
DMA 3 D DRQO
RXDO To S|01<J (DCD1#)*
DREQO TXD1
SSTBE (SSIO)
OUTL1 (TCU)
DMACFG.3
i> PINCFG.4
>0 o {7 DACKO#
DMAACKO# From CSU—>@ (CS5#)
DMACFG.6:4
3 DRQ1
RXD1 To SlO1 (RXD1)
DREQ1 TXDO
SSRBF (SSIO)
OUT2 (TCU)
DMACFG.7
PINCFG.2
e B {7 DACK1#
DMAACK1# From SIO1—>@ (TXD1)
DMAINT f—> PINCFG.3
End of Process [«€ >0 & {7 EOP#
From SIO1—>@ (CTS1#)
P1CFG.6
HOLD | e o {JHoLD
To/From I/O Port 1 -€>@ (P1.6)
Bus Arbiter
P1CFG.7
HLDA >0 @ HLDA
To/From I/O Port 1 <€>>@ (P1.7)
Refresh Unit
PINCFG.6
REFRESH# >0 @ D REFRESH#
From CSU—>@ (CSs6#)
*Alternate pin signals are in parentheses.
A2516-01

Figure 5-2. Configuration of DMA, Bus Arbiter, and Refresh Unit
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DMA Configuration Expanded Addr:  F830H

DMACFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

DIMSK | DIREQ2 | DIREQ1 | D1REQO H DOMSK | DOREQ2 | DOREQ1 | DOREQO

Bit Bit )
Number Mnemonic Function
7 D1MSK DMA Acknowledge 1 Mask:

Setting this bit masks DMA channel 1's acknowledge (DACK1#) signal.
Useful when channel 1's request (DRQ1) input is connected to an
internal peripheral.

6-4 D1REQ2:0 DMA Channel 1 Request Connection:

Connects one of the five possible hardware sources to channel 1's
request input (DREQ1).

000 = DRQL1 pin (external peripheral)

001 = SIO channel 1's receive buffer full signal (RBF)

010 = SIO channel 0's transmit buffer empty signal (TBE)

011 = SSIO receive holding buffer full signal (RHBF)

100 = TCU counter 2’'s output signal (OUT2)

101 = reserved

110 = reserved

111 = reserved

3 DOMSK DMA Acknowledge 0 Mask:

Setting this bit masks DMA channel 0's acknowledge (DACKO#) signal.
Useful when channel 0's request (DRQO) input is connected to an
internal peripheral.

2-0 DOREQ2:0 DMA Channel 0 Request Connection:

Connects one of the five possible hardware sources to channel 0’s
request input (DREQO).

000 = DRQO pin (external peripheral)

001 = SIO channel O's receive buffer full signal (RBF)
010 = SIO channel 1's transmit buffer empty signal (TBE)
011 = SSIO transmit holding buffer empty signal (THBE)
100 = TCU counter 1's output signal (OUT1)

101 = reserved

110 = reserved

111 = reserved

Figure 5-3. DMA Configuration Register
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5.2.2 Interrupt Control Unit Configuration

The interrupt control unit (ICU) comprises t8259A inerrupt controllers connected in cascade,
as shown irFigure 5-4 (SeeChapter 8, “Interrupt Control Unitfor a description of the ICU.)
Figure 5-5describes the interrupt configuration register (INTCFG).

The ICU receives requests from seven internal sources:
¢ three outputs from the timer/counter unit (OUT2:0)
¢ an output from each of the serial I/O units (SIOINT1:0)

¢ an output from the synchronous serial I/O unit (SSIOINT)
¢ an output from the DMA unit (DMAINT)

In addition, the ICU controls the inteipt sources on eight exterrmahs:
¢ INT3:0 (multiplexed with I/O port signals P3.5:2) are enabled or disabled by the P3CFG
register (se&igure 5-17 on page 5-24

* INT7:4 share their package pins with four TCU inputs: TMRGATE1l, TMRCLK1,
TMRGATEO, and TMRCLKO. These signal pairs are not multiplexed; however, the pin
inputs are enabled or disabled by the INTCFG register.

The three cascade outputs (CAS2:0) should be enabled when an external 8259A module is con-

nected to one of the INT3:0 signals. The cascade outputs are then ORed with address lines A18:16
(see“Interrupt Acknowledge Cycle” on page 7-1& details).

I 5-7
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*Alternate pin signals are in parentheses.

IRO |<e—— OUTO (TCU)
8259A P3CFG.2
Master
— V,
IR1 0 ss P3CFG.2
IR2 |e— \!
To/From I/O Port 3 €=>@
IR3 |e— SIOINTL
IR4 <~ SIOINTO
P3CFG.3
v,
IR5 | )O/ s P3CFG.3
N
To/From I/O Port 3 €=>@
P3CFG.4
— V.,
IR6 | )0/ ss P3CFG.4
N
To/From I/O Port 3 €=>>@
P3CFG.5
— CAS2:0 )/ v,
IR7 |e{° ss P3CFG.5
1
To/From I/O Port 3 €=>>@
INTCFG.0
— V.,
IRO 0 Ss
INT } T
ToTCU
8259A INTCFG.1
Slave
0 |— SSIOINT
IR1
ToTCU <—T
IR2 j—— OUTL(TCU)
IR3 je—— OUT2(TCU)
IR4 j<e—— DMAINT
INTCFG.2
of— Vss
IR5
1 <_T
ToTCU
b CAS2:0 INTCFG.3
of— Vss
IR6
1 -
IR7 | €= woTOUT# pg!NTCFG.7 ~ TOTCU -]
3
p3 1
v

Al18:16

INTO
(P3.2)*

INTL
(P3.3)

INT2
(P3.4)

INT3
(P3.5)

INT4
(TMRCLKO)

INT5
(TMRGATED)

INT6
(TMRCLK1)

INT7
(TMRGATE1)

CAS2:0
(A18:16)

A2522-01

5-8

Figure 5-4. Interrupt Control Unit Configuration
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Interrupt Configuration

Expanded Addr:  F832H

INTCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

CE — — — || e IR5 IR1 IR0
Bit Bit Function
Number Mnemonic

7 CE Cascade Enable:
Setting this bit enables the cascade signals, providing access to external
slave 82C59A devices. The cascade signals are used to address
specific slaves. If enabled, slave IDs appear on the A18:16 address lines
during interrupt acknowledge cycles.

6-4 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.

3 IR6 Internal Slave IR6 Connection:
Setting this bit connects the INT7 pin to the slave IR6 signal. Clearing
this bit connects V44 to the slave IR6 signal.

2 IR5 Internal Slave IR5 Connection:
Setting this bit connects the INT6 pin to the slave IR5 signal. Clearing
this bit connects V4 to the slave IR5 signal.

1 IR1 Internal Slave IR1 Connection:
Setting this bit connects the INT5 pin to the slave IR1 signal. Clearing
this bit connects the SSIO interrupt signal (SSIOINT) to the slave IR1
signal.

0 IRO Internal Slave IRO Connection:
Setting this bit connects the INT4 pin to the slave IRO signal. Clearing
this bit connects V44 to the slave IR0 signal.

Figure 5-5. Interrupt Configuration Register

5-9



DEVICE CONFIGURATION Int9I®

5.2.3 Timer/Counter Unit Configuration

The three-channel timer/counter unit (TCU) and its configuration register (TMRCFG) are shown
in Figure 5-6andFigure 5-7 The clock inputs can be external signals (TMRCLK2:0) or the on-
chip programmable clock (PSCLK). All of the cloitlputs can be held low, and the gate inputs
can be held high by programming bits in the TMRCFG regiseveral of the timer signals go

to the interrupt control unit (séégure 5-4 on page 58

The channel-0 and channel-1 signals are selected individually. In contrast, the channel-2 signals
(TMRCLK2, TMRGATE2, TMROUT?2) are selected agi@up. Note that using the channel-2
signals precludes use of the coprocessor signals (PERBQY#® and ERR®#). Also, you

must choose individually between interrupt inputs and timer clock signals (TMRCLKO/INT4,
TMRCLK1/INT6) and between interrupt inputs and timer gate signals (TMRGATEO/INT5,
TMRGATE1/INT7).

5-10 I
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TMRCFG.7
Timer/Counter
Unit TMRCFG.0
CLKINO <—C )0/_ PSCLK
% p—TMRCLKO
To ICU (INT4)*
TMRCFG.1
GATEO X Vee
- 1 [} TMRGATEO
\ To ICU 4—1 (INT5)
r» Tolcu P3CFG.0
ouTo >0 o {]™™ROUTO
To/From I/O Port 3 <€«>=@ (P3.0)
TMRCFG.2
o
CLKIN1 of— PSCLK
% p—{QTMRCLKL
To ICU (INT6)
TMRCFG.3
)O/_ Vee
GATE1 |
% r { ] TMRGATE1L
ToICU (INT7)
r» To ICU, DMA P3CFG.1
ouT1 >0 o {JT™™ROUTL
To/From I/O Port 3 <€>@ (P3.1)
TMRCFG.4
CLKIN2 <—C of— PSCLK PINCFG.5
1
1 Y {JTMRCLK2
To Core <€—@ | (PEREQ)
1
TMRCFG.5 '
1
)C{__ Vee :
GATE? | :
% T [ ) TMRGATE2
To Core -—@ . (BUSY#)
1
[ Tolcu. oM E
OouT2 >0 .0 {JT™MROUT2
To Core <««—@! (ERROR#)

*Alternate pin signals are in parentheses.

A2517-01

Figure 5-6. Timer/ Counter Unit Configuration
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Timer Configuration Expanded Addr:  F834H

TMRCFG PC/AT Addr: -

(read/write) Reset State: 00H

7 0

TMRDIS — GT2CON | CK2CON ‘ ‘ GT1CON | CK1CON | GTOCON | CKOCON

Bit Bit Function

Number Mnemonic

7 TMRDIS Timer Disable:
Setting this bit disables the CLKn signals. Clearing this bit enables the
CLKn signals.

6 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.

5 GT2CON Gate 2 Connection:

Setting this bit connects GATE2 to the TMRGATE?2 pin. Clearing this bit
connects GATE2 to V.

4 CK2CON Clock 2 Connection:

Clearing this bit connects CLK2 to the internal PSCLK signal. Setting this
bit connects CLK2 to the TMRCLK2 pin.

3 GT1CON Gate 1 Connection:

Setting this bit connects GATEL to the TMRGATEL1 pin. Clearing this bit
connects GATE1 to V..

2 CK1CON Clock 1 Connection:

Clearing this bit connects CLK1 to the internal PSCLK signal. Setting this
bit connects CLK1 to the TMRCLK1 pin.

1 GTOCON Gate 0 Connection:

Setting this bit connects GATEO to the TMRGATEQO pin. Clearing this bit
connects GATEO to V.

0 CKOCON Clock 0 Connection:

Clearing this bit connects CLKO to the internal PSCLK signal. Setting this
bit connects CLKO to the TMRCLKO pin.

Figure 5-7. Timer Configuration Register
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5.2.4  Asynchronous Serial /0O Configuration

Figure 5-8andFigure 5-9show the configuration of the asynchronous serial I/O unit, consisting
of channels SIO0 and SIO1. Each channel has an output (SIOINT1, SIOINT2) to the interrupt
control unit (seé-igure 5-4 on page 5y8(These signals do not go to package pins.) The value of
SIOINTnis the value of one of the status signals (receiver line status, receiver buffer full, transmit
buffer empty, modem status), where the selection is made by a priority circuit.

All of the SIOO0 pins are multiplexed with 1/O port signals. Note that using SIO1 precludes using
DMA channel 1 for external DMA requests due to the multiplexing of the transmit and receive
signals with DMA signals (RXD1/DRQ1, TXD1/DACK1#). Also, using SIO1 modem signals
RTS1# DSR1# DTR1# and RI1# precludes use of the SSIO signals.
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*Alternate pin signals are in parentheses.

SI00 SIOCFG.0
P3CFG.7
0 @ e—{ ] COMCLK
BCLKIN To/From I/O Port 3 <€>@ (P3.7)*
1}— SERCLK
P2CFG.5
Receive Data |-€ ¢ o—{ IRXDO
To/From I/O Port 2 <€>-@ (P2.5)
—— SIOINTO to ICU
P2CFG.6
Transmit Data >9 & {J1xD0
SIOCFG.6 To/From I/O Port 2 <€>@ (P2.6)
P2CFG.7
B 0 o o—{)CTso#
Clear to Send |« % To/From 1/O Port 2 <€>-@ (P2.7)
P1CFG.1
Request to Send >@ 0—{ JRTSO#
To/From 1/0 Port 1 <€>=@ (PLY)
P1CFG.3
0 o o— [ DSRo#
Data Set Ready | k To/From 1/O Port 1 -«>@ (P13)
|/ P1CFG.0 o
, 0 e o DCDO#
Data Carrier | To/From I/O Port 1 <@ (P1.0)
Detect %—q
P1CFG.2
Data Terminal * >e o— |DTRO#
Ready To/From I/O Port 1 -<€>@ (P1.2)
P1CFG.4
_ _ 0 o o—RIO#
Ring Indicator X v To/From 1/O Port 1 <€>@ (P1.4)
CcC

A2521-01

Figure 5-8. Serial /0 Unit 0 Configuration
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SI0o1 SIOCFG.1
P3CFG.7
0 ¢ o—{ ]COMCLK
BCLKIN To/From I/O Port 3 <@ (P3.7)*
1 SERCLK
Receive Data |- RXD1
To DMA (—, (DRQ1)
—> SIOINT1 to ICU
PINCFG.2
Transmit Data >o o—{ ] TXD1
SIOCFG.7 From DMA —>@ (DACK1#)
PINCFG.3
0 o o—)CTs1#
Clear to Send | \ To/From DMA -€>-@ (EOP#)
1
PINCFG.0
Request to Send >0 & RTS1#
From SSIO —>@ (SSIOTX)
; DSR1#
Data Set Ready | 0 To/From SSIO <—>, (STXCLK)
X
; DCD1#
Data Carrier |« 0 To DMA (—, o (DRQO)
Detect %—'
PINCFG.1
Data Terminal L >0 @ DTR1#
Ready To/From SSIO -«>@ (SRXCLK)
RI1#
Ring Indicator 0 To SSIO <J (SSIORX)
1 Vee
*Alternate pin signals are in parentheses.
A2519-01

Figure 5-9. Serial I/O Unit 1 Configuration
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SIO and SSIO Configuration Expanded Addr:  F836H

SIOCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
SIM SOM — - ]| = SSBSRC | S1BSRC | SOBSRC
Bit Bit Function

Number Mnemonic
7 S1iM S101 Modem Signal Connections:

Setting this bit connects the SIO1 modem input signals internally.
Clearing this bit connects the SIO1 modem input signals to the package
pins.

6 SOM S100 Modem Signal Connections:

Setting this bit connects the SIO0 modem input signals internally.
Clearing this bit connects the SIO0 modem input signals to the package

pins.

5-3 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.

2 SSBSRC SSIO Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SSIO baud-
rate generator. Clearing this bit connects the internal PSCLK signal to
the SSIO baud-rate generator.

1 S1BSRC SI0O1 Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SIO1 baud-
rate generator. Clearing this bit connects the COMCLK pin to the SIO1
baud-rate generator.

0 SOBSRC SIO0 Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SIO0 baud-
rate generator. Clearing this bit connects the COMCLK pin to the SIO0
baud-rate generator.

Figure 5-10. SIO and SSIO Configuration Register
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5.2.5 Serial Synchronous I/O Configuration

The synchronous serial I/O unit (SSIO) is showhigure 5-11 Its single configuration register

bit is in the SIOCFG registeT able5-10). The transmit buffer empty and receive buffer full sig-
nals (SSTBE and SSRBF) go to the DMA utkitgure 5-2 on page 5)5and an interrupt signal
(SSIOINT) goes to the ICUR{gure 5-4 on page 5;8As programmed in the SSIOCONKHgister
(seeChapter 12, SSIOINT is asserted for one of two conditions: the receive buffer is full or the
transmit buffer is empty. Note that using the SSIO signals precludes the use of fouslidthe
modem signals.

Sslo SIOCFG.2
0 PSCLK
BCLKIN
1 SERCLK

> SSTBE (To DMA)
> SSRBF (To DMA)
> SSIOINT (To ICU)

Receive Data |-« [} sSIORX
To S|01<—T (RI1#)*

PINCFG.0
Transmit Data >0 @ {]ssioTx
From SIO1—>@ (RTS1#)
Transmit Clock | (_T_’D STXCLK
To SIO1 (DSR1#)

PINCFG.1
Receive Clock |« >Q @ {7 srRxCLK
From SSI01—>@ (DTR1#)

*Alternate pin signals are in parentheses.

A2518-01

Figure 5-11. SSIO Unit Configuration
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5.2.6  Core Configuration

Three coprocessor signals (ERROR#, PEREQ, and BU$Ygure 5-12 can be routed to the
core, as determined by bit 5 of the PINCFG registerkgpee5-14 on page 5-J1Due to signal
multiplexing at the pins, the coprocessor and Timer 2 cannot be used in the same configuration.

PINCFG.5 PINCFG.5

Core
1
1
jol 9 o[ ERROR#
Error# |- (TMROUT2#)*

« From TCU —>@
1 Vee
O
PEREQ |== I

9 @ JPEREQ
< ToTcU=<—e | (TMRCLK2)

%I‘ co :
I
I
I
I
I
|

0 L) BUSY#

BUSY# L ToTcCU<—e ' (TMRGATE2)
CcC

RESET Timing < PORT92.0
Generation

RESET
From Internal Chip RESET

PORT92.1

:)—To Chip Select
A20 and A20 Pin

*Alternate pin signals are in parentheses.

A2520-01

Figure 5-12. Core Configuration

Setting bit 0 in the PORT92 register ($égure 5-13 resets the core without resetting the periph-
erals. Unlike the RESET pin, which is asynchronous and can be used to synchronize internal
clocks to CLKZ2, this core-only reset is synchronized it on-chip clocks and does not affect

the on-chip clock synchronization.
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Clearing bit 1 in the PORT92 register forces address line 20 to 0. This bit affects only addresses
generated by the core. Addresses generated by the DMA and the refresh control unit are not af-
fected by this bit.

Port 92 Configuration Expanded Addr:  FO92H
PORT92 PC/AT Addr: 0092H

(read/write) Reset State: OEH 17\
7 0

_ _ _ _ H — — ‘AZOG ‘CPURST‘

Bit Bit

Number Mnemonic Function
7-2 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
1 A20G A20 Grounded:

Setting this bit leaves core-generated addresses unmodified. Clearing
this bit forces address line A20 to 0. This bit affects addresses generated
only by the core. Addresses generated by the DMA and the Refresh Unit
are not affected by this bit.

0 CPURST CPU Reset:

Setting this bit resets the core without resetting the peripherals. Clearing
this bit has no effect.

Figure 5-13. Port 92 Configuration Register

ERRATA (3/28/95)
Figure 5-13 incorrectly showed Reset State as 00H; now correctly shows OEH.
Register bit 1 incorrectly shown as A20, now correctly shows A20G.
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5.3 PIN CONFIGURATION

Most of the microprocessor’s package pins support two signals. Some of these pins support two
input signals without a multiplexer. These input-signal pairs are list&édbie 5-1 The pin is
connected to both peripheral inputs.

The remaining pinsupportingtwo signals have multiplexers. For each such pin, a bit in a pin
configuration register enables one of the sigrialgure 5-18 on page 5-2iéts the bits in each

of the four pin configuration registers. These abbreviated register tables are discu€sed in
figuration Example” on page 5-25

Table 5-1. Signal Pairs on Pins without Multiplexers

Names Signal Descr iptions
DRQO/ DMA External Request 0 indicates that an off-chip peripheral requires DMA service.
DCD1# Data Carrier Detect SIO1 indicates that the modem or data set has detected the
asynchronous serial channel’s data carrier.
DROL/ DMA External Requestl indicates that an off-chip peripheral requires DMA service.
RXD1 Receive Data SIO1 accepts serial data from the modem or data set to the
asynchronous serial channel SIO1.
Data Set Ready SIO1 indicates that the modem or data set is ready to establish a
g%?éﬁ communication link with asynchronous serial channel SIO1.

SSIO Transmit Clock synchronizes data being sent by the synchronous serial port.

Ring Indicator SIO1 indicates that the modem or data set has received a telephone
RI1# ringing signal.

SSIORX SSIO Receive Serial Data accepts serial data (most-significant bit first) being sent to
the synchronous serial port.

Timer/Counter ClockO Input  can serve as an external clock input for timer/counterQ.

TNMFECLKO/ (The timer/counters can also be clocked internally.)

Interrupt 4 is an undedicated external interrupt.

Timer/CounterO Gate Input can control timer/counterQ’s counting (enable, disable, or

;rNMI_EGATEO/ trigger, depending on the programmed mode).

Interrupt 5 is an undedicated external interrupt.

Timer/Counter Clockl Input can serve as an external clock input for timer/counterl.

TNMI_%CLKU (The timer/counters can also be clocked internally.)

Interrupt 6 is an undedicated external interrupt.

Timer/Counter0 Gate Input can control timer/counterl’s counting (enable, disable, or

;rNMI_sGATEl/ trigger, depending on the programmed mode).

Interrupt 7 is an undedicated external interrupt.
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Pin Configuration Expanded Addr:  F826H

PINCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
— PM6 PM5 Pma || Pm3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.
6 PM6 Pin Mode:

Setting this bit connects REFRESH# to the package pin. Clearing this bit
connects CS6# to the package pin.

5 PM5 Pin Mode:

Setting this bit connects the timer control unit signals, TMROUT2,
TMRCLK2, and TMRGATEZ2, to the package pins. Clearing this bit
connects the coprocessor signals, PEREQ, BUSY#, and ERROR#, to the
package pins.

4 PM4 Pin Mode:

Setting this bit connects CS5# to the package pin. Clearing this bit
connects DACKO# to the package pin.

3 PM3 Pin Mode:

Setting this bit connects CTS1# to the package pin. Clearing this bit
connects EOP# to the package pin.

2 PM2 Pin Mode:

Setting this bit connects TXD1 to the package pin. Clearing this bit
connects DACK1# to the package pin.

1 PM1 Pin Mode:

Setting this bit connects DTR1# to the package pin. Clearing this bit
connects SRXCLK to the package pin.

0 PMO Pin Mode:

Setting this bit connects RTS1# to the package pin. Clearing this bit
connects SSIOTX to the package pin.

Figure 5-14. Pin Configuration Register
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Port 1 Configuration

Expanded Addr:  F820H

P1CFG PC/AT Addr: —

(read/write) Reset State: 00H

7

PM7 PM6 PM5 Pma || PM3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic

7 PM7 Pin Mode:
Setting this bit connects HLDA to the package pin. Clearing this bit
connects P1.7 to the package pin.

6 PM6 Pin Mode:
Setting this bit connects HOLD to the package pin. Clearing this bit
connects P1.6 to the package pin.

5 PM5 Pin Mode:
Setting this bit connects LOCK# to the package pin. Clearing this bit
connects P1.5 to the package pin.

4 PM4 Pin Mode:
Setting this bit connects RI0# to the package pin. Clearing this bit
connects P1.4 to the package pin.

3 PM3 Pin Mode:
Setting this bit connects DSRO# to the package pin. Clearing this bit
connects P1.3 to the package pin.

2 PM2 Pin Mode:
Setting this bit connects DTRO# to the package pin. Clearing this bit
connects P1.2 to the package pin.

1 PM1 Pin Mode:
Setting this bit connects RTSO0# to the package pin. Clearing this bit
connects P1.1 to the package pin.

0 PMO Pin Mode:
Setting this bit connects DCDO# to the package pin. Clearing this bit
connects P1.0 to the package pin.

Figure 5-15. Port 1 Configuration Register
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Port 2 Configuration

Expanded Addr:  F822H

P2CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

PM7 PM6 PM5 Pma || PM3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic

7 PM7 Pin Mode:
Setting this bit connects CTSO0# to the package pin. Clearing this bit
connects P2.7 to the package pin.

6 PM6 Pin Mode:
Setting this bit connects TXDO to the package pin. Clearing this bit
connects P2.6 to the package pin.

5 PM5 Pin Mode:
Setting this bit connects RXDO to the package pin. Clearing this bit
connects P2.5 to the package pin.

4 PM4 Pin Mode:
Setting this bit connects CS4# to the package pin. Clearing this bit
connects P2.4 to the package pin.

3 PM3 Pin Mode:
Setting this bit connects CS3# to the package pin. Clearing this bit
connects P2.3 to the package pin.

2 PM2 Pin Mode:
Setting this bit connects CS2# to the package pin. Clearing this bit
connects P2.2 to the package pin.

1 PM1 Pin Mode:
Setting this bit connects CS1# to the package pin. Clearing this bit
connects P2.1 to the package pin.

0 PMO Pin Mode:
Setting this bit connects CS0# to the package pin. Clearing this bit
connects P2.0 to the package pin.

Figure 5-16. Port 2 Configuration Register
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Port 3 Configuration

Expanded Addr:  F824H

P3CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

PM7 PM6 PM5 Pma || PM3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic

7 PM7 Pin Mode:
Setting this bit connects COMCLK to the package pin. Clearing this bit
connects P3.7 to the package pin.

6 PM6 Pin Mode:
Setting this bit connects PWRDOWN to the package pin. Clearing this bit
connects P3.6 to the package pin.

5 PM5 Pin Mode:
Setting this bit connects INT3 to the package pin. Clearing this bit
connects P3.5 to the package pin.

4 PM4 Pin Mode:
Setting this bit connects INT2 to the package pin. Clearing this bit
connects P3.4 to the package pin.

3 PM3 Pin Mode:
Setting this bit connects INT1 to the package pin. Clearing this bit
connects P3.3 to the package pin.

2 PM2 Pin Mode:
Setting this bit connects INTO to the package pin. Clearing this bit
connects P3.2 to the package pin.

1 PM1 Pin Mode:
Setting this bit connects TMROUT1 to the package pin. Clearing this bit
connects P3.1 to the package pin.

0 PMO Pin Mode:
Setting this bit connects TMROUTO to the package pin. Clearing this bit
connects P3.0 to the package pin.

Figure 5-17. Port 3 Configuration Register
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5.4 DEVICE CONFIGURATION PROCEDURE

Before configuring the microprocessor, you should make the following selections:
¢ the set of peripherals to be used
¢ the signals to be available at the package pins
¢ the desired peripheral-peripheral and peripheral-core connections
Although final decisions regarding these selections may be influenced by the possible configura-

tions, we recommend that you initially make the selections without regard to limitations on the
configurations.

We suggest the following procedure for configuring the device for your deSigpmfiguration
Example” on page 5-2imitroduces an aide for recording the steps in the procedure and shows an
example configuration.)

1. Pin Configuration. For each desired pin signal, consult the peripheral configuration
diagram to find the bit value in the pin configuration register that connects the signal to a
device pin. If the signal shares a pin that has no multiplexer, make a note of its companion
signal.

2. Peripheral Configuration. For each peripheral in your design, consult the peripheral
configuration diagram and the peripheral configuration register to find the bit values for
your desired internal connections.

3. Configuration Review. Review the results of steps 1 and 2 to see if the configuration
registers have conflicting bit values. If conflicts exist, follow steps 3.1 and 3.2.

3.1. Attempt to resolve the pin configuration conflicts first. In some cases you may
find that using a different peripheral channel resolves the conflict (e.g., using
SIO1 instead of SIO0, or DMA channel 0 instead of channel 1.

3.2. Attempt to resolve peripheral configuration conflicts.

If conflicts remain, consider peripheral substitutions (e.g., SIO1 instead of SIO0, DMA channel
1 instead of channel 0) that may resolve them and return to step 1.

5.5 CONFIGURATION EXAMPLE

This section presents an example of configuring the device for a PC/AT-com gatifiilgura-
tion. It also introduces an aide to executing the steps in the configuration process.
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5.5.1 Example Design Requirements

The example is a PC/AT-compatible design with the following requirements:

¢ Interrupt Control Unit:
— External interrupt inputs available at package pins: INT7:0.
— Cascade outputs (CAS2:0) connected to package pins.

¢ Timer Control Unit:

— Counters 0, 1: Clock input is on-chip programmable clock (PSCLK); TMROUTO,
TMROUTL1 connected to package pins.

— Counter 2: Clock input is on-chip programmable clock (PSCLK); no signals connected
to package pins.
¢ DMA Unit:
— Request and acknowledge signals for DMA channel 0 (DRQO, DACKO#) connected to
package pins.
— End-of-process signal (EOP#) connected to a package pin.
* Asynchronous Serial /0O channel 0 (SIO0):
— Clock input is the serial communications baud clock (COMCLK).
— RXDO, TXDO0, RTS0#, DSR0#, DCDO0#, DTRO# and RIO# connected to package pins.
¢ Asynchronous Serial /0 channel 1(S101):
— Clock input is the serial communications baud clock (COMCLK).
— Modem signals internally connected.
¢ Synchronous Serial I/O (SSIO):
— Clock input is SERCLK.
— SSIORX, SSIOTX, SRXCLK, and STXCLK connected to package pins.
* Chip Select:
— Chip select signals CS6#, CS4:@#nected to package pins.
* Core and Bus Arbiter:
— Coprocessor signals connected to package pins.
— HOLD and HLDA# connected to package pins.
— LOCK# and PWRDOWN connected to package pins.

5.5.2 Example Design Solution
The example solution is given in three figures-igure 5-18andFigure 5-19the configuration

register bit values are recorded in the abbreviated register tables. The resulting connections are
shown inFigure 5-20Figure 5-2landFigure 5-22are blank worksheets for your use.
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P1CFG P2CFG P3CFG
0=P1.7 0=P2.7 0=P37
7 1 7 1 7 1
1=HLDA 1=CTS0o# 1=COMCLK
0=P1.6 0=P2.6 0=P3.6
6 1 6 1 6 1
1=HOLD 1=TXDO 1 =PWRDOWN
0=P15 0=P25 0=P35
5 1 5 1 5 1
1=LOCK# 1=RXDO 1=INT3
0=P14 0=P24 0=P34
4 1 4 1 4 1
1=RIO# 1=CSa# 1=1INT2
0=P1.3 0=P2.3 0=P33
3 1 3 1 3 1
1= DSRO# 1=CS3# 1=INT1
0=P1.2 0=P2.2 0=P3.2
2 1 2 1 2 1
1=DTRO# 1=CS2# 1=INTO
0=P1.1 0=P2.1 0=P3.1
1 1 1 1 1 1
1=RTS0# 1=CSi# 1=TMROUT1
0=P1.0 0=P2.0 0=P3.0
0 1 0 1 0 1
1=DCDO# 1=CSo# 1=TMROUTO
PINCFG Pins w/o Muxes |X Pins w/o Muxes
DRQO X TMRCLKO
Reserved R
DCD1# INT4 X
0= CS6# 0 DRQ1 TMRGATEO
1= REFRESH# RXD1 X INT5 X
0 = Coprocessor Sigs.1 0 DSR1# TMRCLK1
1 =TMR2 Signals? STXCLK X INT6 X
0 = DACKO# 0 RI1# TMRGATEL
1=CS5# SSIORX X INT7 X
0= EOP# 0
1=CTS1#
0 = DACK1# 1
1=TXD1
0 = SRXCLK 0
1=DTR1#
0=SSIOTX 0 1 PEREQ, BUSY#, ERROR#
1=RTS1# 2 TMROUT2, TMRCLK2, TMRGATE2

Figure 5-18. Abbreviated Pin Configuration Register Tables
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DMACFG TMRCFG
. 0 = Enables DACK1# at chip pin 1 ; 0 = All clock inputs enabled 0
1 = Disables DACK1# at chip pin 1= CLK2, CLK1, CLKO forced to 0
000 = DRQ1 connected to DREQ1.
001 = SIO1 Rcv. Buffer Full to DREQ1 6 | Reserved R
E_; 010 = SIOO0 Trans.Buf.Empt. to DREQ1 0 = VCC connected to GATE2
4 [ 011 = SSIO Trans.Buf.Empt. to N 5 | 1= TMRGATE2 connected to GATE2 | O
DREQ1
100 = TCU Counter 2 conn. to DREQ1 0 = PSCLK connected to CLK2
0 = Enables DACKO# at chip pin. 4 1 = TMRCLK2 connected to CLK2 0
3 1 = Disables DACKO# at chip pin. 0 0 = VCC connected to GATE1
000 = DRQO connected to DREQO X 3 1= TMRGATEL1 connected to GATE1 0
5 001 = SIO0 Rcvr. connected to DREQO 5 0 = PSCLK connected to CLK1 0
: | 010 = SIO1 Trans. conn. to DREQO 1 = TMRCLK1 connected to CLK1
0 011 = SSIO Trans. conn. to DREQO 0 = VCC connected to GATEO
100 = TCU Counter 2 conn. to DREQO ! 1 = TMRGATEO connected to GATEO 0
0 = PSCLK connected to CLKO
0 1 = TMRCLKO connected to CLKO 0
INTCFG SIOCFG
. 0 = CAS2:0 disabled to pins 1 . 0 = SIO1 modem sigs. conn. to pin muxes 1
1 = CAS2:0 enabled from pins 1 = SIO1 modem signals internal
6 5 0 = SIO0 modem sigs. conn. to pin muxes 0
: | Reserved R 1 = SIO0 modem signals internal
) 5
. 0 =VSS connected to slave IR6 L 3 Reserved R
1 =INT7 connected to slave IR6
0 =VSS connected to slave IR5 0 = PSCLK connected to SSIO BLKIN
2 1 =INT6 connected to slave IR5 ! 2 1 = SERCLK connected to SSIO BCLKIN !
1 0 =SSIO Interrupt to slave IR1 1 1 0 = COMCLK connected to SIO1 BCLKIN 0
1 =INT5 connected to slave IR1 1 = SERCLK connected to SIO1 BCLKIN
0 0 =VSS connected to slave IR0 1 0 0 = COMCLK connected to SIO0 BCLKIN 0
1 =INT4 connected to slave IRO 1 = SERCLK connected to SIO0 BCLKIN

Figure 5-19. Abbreviated Peripheral Configuration Register Tables
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SIOo0
INT BCLKIN

_._D

0]0|0|0/0|00]0)

SI01
INT BCLKIN

Core —— 1] ERROR#
—] PEREQ
— BusY#

icu

Master 1 D INTO

2 b
3
4
CAS2:0 5 ORI
6 {] N2
7 {] InT3
IV {7 INT4
Slave 4 {] INTs
INT 2
3 b
4
5 {] inTe
CAS2:0 6 {7 N7
7 {1 wotout
{] casz20
TCU
CLKINO PSCLK
GATEO vce
ouTo ®{ ] ™vRrROUTO
CLKIN1 PSCLK
GATEL vce
ouT1 o—{ ] ™™ROUTL
CLKIN2 PSCLK
GATE2 vce
ouT2 |—

csu D CS4:.0#

——{ cse#

SSIO

BCLKIN

DMA

INT

Bus Arbiter

SERCLK

X
x
v}
o

TXDO
RTSO0#
RIO#
DSRO#
DTRO#
DCDO#
CTSO#

TXD1

PSCLK
SSIORX
SSIOTX
SRXCLK
STXCLK

DRQO
DACKO#
EOP#

HOLD
HLDA
LOCK#
PWRDOWN

A2536-02

Figure 5-20. Peripheral and Pin Connections for the Example Design
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P1CFG

0=P1.7
1=HLDA
0=P1.6
1=HOLD
0=P1.5
1=LOCK#
0=P1.4
1=RIO#
0=P1.3

1 = DSRO#
0=P1.2
1=DTRO#
0=P1.1
1=RTSO#
0=P1.0
1=DCDO#

P2CFG

0=P2.7

1=CTSO#

0=P2.6

1=TXDO

0=P25

1 =RXDO

0=P2.4

1=CS4#

0=P2.3

1=CS3#

0=P2.2

1=CS2#

0=P21

1=CS1#

0=P2.0

1= CS0#

PINCFG

7 | Reserved

0= CS6#

1 = REFRESH#

0 = Coprocessor Sigs.!

1 =TMR?2 Signals?

0 = DACKO#

1=CS5#

0= EOP#

1=CTS1#

0 = DACK1#

1=TXD1

0 = SRXCLK

1=DTR1#

0=SSIOTX
1=RTS1#

Figure 5-21. Pin Configuration Worksheet
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P3CFG

0=P3.7

1=COMCLK

0=P3.6

1 =PWRDOWN

0=P3.5

1=INT3

0=P34

1=INT2

0=P3.3

1=INT1

0=P3.2

1 =INTO

0=P3.1

1=TMROUT1

0=P3.0

1=TMROUTO

Pins w/o Muxes

DRQO

Pins w/o Muxes X

DCD1#

TMRCLKO

DRQ1

INT4

RXD1

TMRGATEO

DSR1#

INT5

STXCLK

TMRCLK1

RI1#

INT6

SSIORX

TMRGATEL

1 PEREQ, BUSY#, ERROR#

INT7

2 TMROUT2, TMRCLK2, TMRGATE2
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DMACFG

TMRCFG

0 = Enables DACK1# at chip pin

1 = Disables DACK1# at chip pin

0 = All clock inputs enabled

1= CLK2, CLK1, CLKO forced to 0

000 = DRQ1 connected to DREQ1.

001 = SI01 Rev. Buffer Full to DREQ1

Reserved

010 = SIOO0 Trans.Buf.Empt. to DREQ1

011 = SSIO Trans.Buf.Empt. to
DREQ1

0 = VCC connected to GATE2

1 = TMRGATE?2 connected to GATE2

100 = TCU Counter 2 conn. to DREQ1

0 = Enables DACKO# at chip pin.

1 = Disables DACKO# at chip pin.

0 = PSCLK connected to CLK2

1 = TMRCLK2 connected to CLK2

000 = DRQO connected to DREQO

0 = VCC connected to GATE1

1 = TMRGATEL1 connected to GATE1

001 = SIO0 Rcvr. connected to DREQO

010 = SIO1 Trans. conn. to DREQO

0 = PSCLK connected to CLK1

1 = TMRCLK1 connected to CLK1

011 = SSIO Trans. conn. to DREQO

100 = TCU Counter 2 conn. to DREQO

0 = VCC connected to GATEO

1 = TMRGATEQO connected to GATEO

INTCFG

0 = CAS2:0 disabled to pins

1 = CAS2:0 enabled from pins

Reserved

0 =VSS connected to slave IR6

1 =INT7 connected to slave IR6

0 =VSS connected to slave IR5

1 =INT6 connected to slave IR5

0 =SSIO Interrupt to slave IR1

1 =INT5 connected to slave IR1

0 =VSS connected to slave IR0

1 =INT4 connected to slave IR0

0 = PSCLK connected to CLKO

1 = TMRCLKO connected to CLKO

SIOCFG

0 = SIO1 modem sigs. conn. to pin muxes

1 = SIO1 modem signals internal

0 = SIO0 modem sigs. conn. to pin muxes

1 = SIO0 modem signals internal

Reserved

0 = PSCLK connected to SSIO BLKIN

1 = SERCLK connected to SSIO BCLKIN

0 = COMCLK connected to SIO1 BCLKIN

1 = SERCLK connected to SIO1 BCLKIN

0 = COMCLK connected to SIO0 BCLKIN

1 = SERCLK connected to SIO0 BCLKIN

Figure 5-22. Peripheral Configuration Worksheet
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CHAPTER 6
CLOCK AND POWER MANAGEMENT UNIT

The clock generation circuitry provides unifomanoverlappinglock signals to the core and in-
tegrated peripherals. The power management features control the clock signals to provide power
conservation options. This chapter is organized as follows:

* Overview
¢ Controlling the prescaled clock (PSCLK) frequency
¢ Controlling power management modes

¢ Design considerations

6.1 OVERVIEW

The clock and power management ufiigire 6-) includes clock generation, power manage-
ment, and system reset circuitry.

6.1.1 Clock Generation Logic

An external clock must provide an input signal to CLK2, which in turn provides the fundamental
timing for the processor. Asigure 6-1shows, the clock generation circuitry includes two divide-
by-two counters and programnable clock divider. The first divide-by-two counter divides the
CLK2 frequency to generate a 50% duty cycle clock signal (PHP&®). For power manage-

ment, independent clock signals are routed to the core (PH1C and PH2C) and to the internal pe-
ripherals (PH1P and PH2P).

The second divide-by-two counter divides the input frequency again to generate a clock input
(SERCLK) for the baud-rate generators of the asynchronous and synchronous serial I/O units.
The SERCLK frequency is half the internal clock frequency, or CLK2/4.

The programmable divider generates a prescaled clock (PSCLK) input for the timer/counter and
synchronous serial /0 units. The minimum PSCLK frequentyesnternal clock frequency di-

vided by 2 (CLK2/4) and the maximum is the internal clock frequency divided by 513
(CLK2/1026).

I 6-1
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Three of the internal peripherals have selectable clock sources. The asynchronous serial I/0 (SI10)
unit can use either the SERCLK signal or an external clock connected to the COMCLK pin as its
clock source. The synchronous serial /O (SSIO) unit can use either the SERCLK signal or the
PSCLK signal. The timer/counters can use either the PSCLK signal or an external clock connect-
ed to the TMRCLK input pin. The individual peripheral chapters explain how to select the clock
inputs.

INT 3] Power
(From ICU) Management
IDLE L 4 > To WDT
NV O e
PWRCON
smigp [ F——
PWRDN {7 PWRDOWN
RESET I I—) (pin mux)
Processor Clock YY PH1C
I R I PH1/PH2 —— To Core
cLk2 [F—+2 ® Core
L1 Buffer | PH2C
> To Core
PH1P
—> To Peripherals
Peripheral P
Buffer | PH2P
— To Peripherals

. SERCLK
.—E > To SIO0

To SIO1
To SSIO
Programmable
| Divider PSCLK To Timer
CLKPRS To SSIO

A2470-01

Figure 6-1. Clock and Power Management Unit  Connections
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The asynchronous signal from the RESET pin is also routed to the clock generation unit, which
synchronizes the processor clock with the falling edge of the RESET signal and provides a syn-
chronous internal reset signal to the rest of the device. The RESET falling edge can occur in either
PH1 or PH2. If RESET falls during PH1, the clock generation circuitry inserts a PH2, so that the
next phase is PHF{gure 6-2. If it falls during PH2, the next phase is automatically PH1.

ewe [\ [\
PH1 ,x ,/ .\_E/_:\_
e XN N
reser T W\ . .

A2467-01

Figure 6-2. Clock Synchronization

6.1.2 Power Management Logic

The power management circuitry provides two power conservation modes, idle and powerdown.
Idle mode freezes the core clocks, but leaves the peripheral clocks running. Idle mode can reduce
power consumption by about half, depending on peripheral usage. Powerdown mode freezes both
the core and peripheral clocks, reducing power consumption to leakage current (microamps).

To prepare for a power management mode,program the power cordtl register (described in
“Controlling Power Management Modes” on page)6tBen execute a HALT instruction. The
device enters the programmed mode when an external READY# terminates the halt bus cycle.

A device reset, an NMI or SMI#, or any unmasked interrupt request from the interrupt control unit
causes the device to exit the power management mode. After a reset, the CPU starts executing
instructions at 3FFFFFH and the device remains in active mode. After an interrupt, the CPU ex-
ecutes the interrupt service routine, then returns to the instruction follahénddALT that
prompted the power management mode. Unless software modifies the power control register, the
next HALT instruction returns the device to the programmed power management mode.

6-3
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6.1.2.1 SMM Interaction with  Power Management Modes

If the processor receives an SMI# interrupt while it is in idlpa@werdown mode, it exits the

power management mode and enters the Intel System Management Mode (SMM). Upon exiting
SMM, software can check whether the processor was in a halt state before entering SMM. If it
was, software can set a flag that returns the processor to the halt state when it exits SMM. Assum-
ing the power control register bits were not altered in SMM, the processor will re-enter idle or
powerdown when it exits SMMrigure 6-3illustrates the relationshipsreong these modes.

Halt Instruction
with Powerdown
Flag Set

Halt Instruction
with Idle Flag Set

Normal
Operation

Powerdown
Mode

RSM with
Powerdown Flag
and Halt Restart

Slot Set

RSM Instruction
with Idle Flag and
Halt Restart Slot Set

System
Management

RSM Instruction Mode

with Halt Restart
Slot Clear

A2229-02

Figure 6-3. SMM Interaction with Idle and Powerdown Modes
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6.1.2.2 Bus Interface Unit Operation During Idle  Mode

The bus interface unit (BIU) can process DMA, DRAM refresh, and external hold requests during
idle mode. When the first request occurs, the core wakes up long enough to relinquish bus control
to the bus arbiter, then returns to idle mode. For the remaining time in idle mode, the bus arbiter
controls the bus. DMA, DRAM refresh, and external hold requests are processed in the same way
as during normal operation.

6.1.2.3 Watchdog Timer Unit Operation During Idle Mode

If the watchdog timer unit is in system watchdog mode, idle mode stops the down-counter. Since
no software can run while the CPU is idle, a software watchdog is unnecessary. If it ismonbus

itor or general-purpose timer mode, the watchdog timer unit continues to run while the device is
in idle mode. Chapter 1Glescribes the watchdog timer unit.)

6.1.3 Clock and Power Management Registers and Signals

Table 6-1lists the registers antlable 6-2list the signals associated with the clock and power
management unit.

Table 6-1. Clock and Power Management Registers

. Expanded -
Register Address Description
CLKPRS F804H Clock Prescale:
Controls the frequency of PSCLK.
PWRCON | F8OOH Power Control:
Enables and disables idle and powerdown modes.
Table 6-2. Clock and Power Management Signals
. Device Pin or .
Signal Internal Signal Description
CLK2 Device pin Input Clock:
Connect an external clock to this pin to provide the fundamental timing
for the microprocessor.
IDLE Internal signal Idle Output (to the watchdog timer unit):
Indicates that the device is in idle mode.
INT Internal signal Interrupt Input (from the interrupt control unit):
Causes the device to exit powerdown or idle mode.
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Table 6-2. Clock and Power Management Signals (Continued)

Device Pin or

Signal Internal Signal Description
NMI Device pin Nonmaskable Interrupt Input:
Causes the device to exit powerdown or idle mode.
PSCLK Internal signal Prescaled Clock Output:

One of two possible clock inputs for the SSIO baud-rate generator and
the timer/counter unit. The PSCLK frequency is controlled by the
CLKPRS register.

PWRDOWN | Device pin Powerdown Output (multiplexed with P3.6):

A high state on the PWRDOWN pin indicates that the device is in
powerdown mode.

RESET Device pin System Reset Input:
Causes the device to exit powerdown or idle mode.

SERCLK Internal signal Serial Clock Output:

One of two possible clock inputs for the SIO or SSIO baud-rate
generator. The SERCLK frequency is one-fourth the CLK2 frequency.

SMI# Device pin System Management Interrupt Input:

Causes the device to exit powerdown or idle mode.

6.2 CONTROLLING THE PSCLK FREQUENCY

The PSCLK signal can provide a 50% duty cycle prescaled clock to the timer/counter and SSIO
units. This feature is useful for providing various frequencies, including a 1.19318 MHz output
for a PC-compatible real-time clock, refresh interval, or speaker tone generator. Determine the
required prescale value using the following formula, then write this value to the CLKPRS register
(Figure 6-3.

internal clock frequency (CLK2/2)
desired PSCLK frequency

Prescale value = 2
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Clock Prescale Register Enhanced Addr:  F804H
CLKPRS PC/AT Address: —
(read/write) Reset State: 0000H
15 8
[ - - | - [ = JL =1 =171 = [ s
7 0
| ps7 Ps6 | Pss | pPsa || pPs3 | pPs2 | pst | Pso
Bit Bit )
Number Mnemonic Function
15-9 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
8-0 PS8:0 Prescale Value:
These bits determine the divisor that is used to generate PSCLK. Legal
values are from 0000H (divide by 2) to 01FFH (divide by 513).
divisor = PS8:0 + 2

Figure 6-4. Clock Prescale Register (CLKPRS)

Figure 6-5illustrates the PSCLK divider circuitry. A device reset clears the registers and the tog-
gle flip-flops, so the initial PSCLK frequency is half that of the processor clock (or CLK2/4).
Once every PH1/PH2 state time, the 8-bit up-counter increments and the comparator compares
the value of the counter to that of the compare register. The first time that these values match,
control logic drives PSCLK high and resets the counter. The next time, control logic drives
PSCLK low, resets the counter, and this time, reloads the compare register with the upper eight
bits of the CLKPRS register. If you have written a new value to CLKPRS, the PSCLK frequency
changes at this point.

Since the compare register is reloaded only when PSCLK isuhalthe counter value matches

the compare register value, the comparator recognizes a new divisor value only after the current
division is complete. This logic prevents missed edges and incomplete divisions.
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<:> CLKPRS
N \
Compare
Register
PH1 —»]
8-bit
Up Counter
PH2 ——

Comparator

!

E T Q 1—* PSCLK

Equal

Y

C

Flip-Flop
Logic

A2464-01

6.3

Two power management modes are available, idle and powerdown. These modes are clock dis-

Figure 6-5. PSCLK Divider Circuitry

CONTROLLING POWER MANAGEMENT MODES

tribution functions controlled by the power control register (PWRCON), shoWwigure 6-6
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Power Control Register Enhanced Addr:  F800H

PWRCON PC/AT Address: —

(read/write) Reset State: 00H

7 0
— — — — ‘ ‘ — — PC1 PCO
Bit Bit Function

Number Mnemonic
7-2 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
1-0 PC1:0 Power Control:

Program these bits, then execute a HALT instruction. The device enters
the programmed mode when an external READY# terminates the halt
bus cycle. When these bits have equal values, the HALT instruction
causes a normal halt and the device remains in active mode.

PC1 PCO

0 0 active mode

1 0 idle mode

0 1 powerdown mode
1 1 active mode

Figure 6-6. Power Control Register (PWRCON)

6.3.1 Idle Mode

Idle mode freezes the core clocks (PH1C low and PH2C high), but leaves the peripheral clocks
(PH1P and PH2P) toggling. To enter idle mode, program the PWRCON regisfare( 6-6,

then execute a HALT instruction. The CPU will enter idle mode when an external READY# ter-
minates the halt bus cycle.
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PH2P

1 1
PHzp w

A2468-01

Figure 6-7. Timing Diagram, Entering and Leaving Idle Mode

6.3.2 Powerdown Mode

Powerdown mode freezes both the core clocks and the peripheral clocks (PH1C and PH1P low,
PH2C and PH2P high). The Bitannot acknowledge DMA, refresh, and external hold requests
in powerdown mode, since all the clocks are frozen.

To enter powerdown mode, program the PWRCON regiBigufe 6-9, then execute a HALT
instruction. The CPU will entgrowerdown mode when @axternal READY# terminates the halt

bus cycle. If P3.6/PWRDOWN is configured as a peripheral pin, the pin goes high when the
clocks stop, to indicate that the device is in powerdown m@dapter 13, “Input/Output Ports”
explains how to configure the pin as either a peripheral pin or a general-purpose 1/O port pin.)
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External logic can use the PWRDOWN output to control other system components and prevent
DMA and hold requests. When the device exits powerdown mode, the PWRDOWN sgymal is
chronized with CLK2 (at the falling edge of PWRDOWN) so that other devices in the system exit
powerdown at the same internal clock phase as the processor.

PH1 PH2 ? ?

CLK2

PH1

PH2

PWRDOWN

PH2 PH1 PH2 PH1

CLK2

PH1

PH2

PWRDOWN

A2469-01

Figure 6-8. Timing Diagram, Entering and Leaving Powerdown Mode

6.4 DESIGN CONSIDERATIONS

This section outlines design considerations for the clock and power management unit.

6.4.1 Reset Considerations

External circuitry must provide an input to the RESET pin. The RESET input must remain high
for at least 16 CLK2 cycles to reset the chip properly. There is no special noise filter on RESET,
so the signal delivered to it must be a clean signal.

The asynchronous RESET signal is routed directly to the device’s bidirectional pins. Even in idle
or powerdown, a device reset floats the bidirectional pins and turns on the weak pull-up or pull-
down transistors.
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The clock generation logic generates a synchronous internal reset signal for the internal periph-
erals. If you need a synchronous reset signal for other syst@ponets, you can use a simple
circuit such as the one shownRigure 6-9to generate it.

Asynchronous RESET D Q D Q Synchronous

Reset Signal
CLK2 —T—¢> —D

A2465-01

Figure 6-9. Reset Synchronization Circuit

A state machine such as the one showidure 6-10can be used to provide a phase clock for
other system components. A synchronous reset signal initializes the state machine and a CLK2
rising edge causes it to move between states. The reset state is immaterial, bufastime
discussion that the initial state is State 0 (PH1). The next CLK2 rising edge moves the state ma-
chine to State 1 (PH2), and the next rising edge toggles it back to State 0 (PH1). It continues tog-
gling until a synchronous reset signal is asserted. If the state machine starts up in State 3 (PH1),
it “skips a beat” by returning to State O (also PH1), but the next CLK2 rising edge starts toggling
between State 0 (PH1) and State 1 (PH2).
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Reset

Reset

A2466-01

Figure 6-10. Phase Clock Generator

6.4.2 Powerdown Considerations

The “wake-up” signals (INT, NMI, and SMI#) are level-sensitive inputs. The active state of
any of these inputs prevents the device from entering powerdown or idle mode.

External logic must use the PWRDOWN output to prevent other system components from
requesting DMA and bus hold cycles when the device is in powerdown mode.

The refresh control unit cannot perform DRAM refreshes during powerdown.
Powerdown mode freezes PSCLK and SERCLK.

When the device exitpowerdown mode, the PWRDOWN signal is synchronized with
CLK2 (at the falling edge of PWRDOWN) so that other devices in the system exit
powerdown at the same internal clock phase as the processor.
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CHAPTER 7
BUS INTERFACE UNIT

The processor communicates with memory, 1/0, and other devices through bus operations. Ad-
dress, data, status, and control information define a bus cycle.

This chapter is organized as follows:
* Overview
* Bus operation
* Bus cycles
* Bus lock

¢ Hold/hold acknowledge

7.1 OVERVIEW

The external bus is based on the Intel386™ SX processor’s bus specification. The bus is con-
trolled by the bus interface unit (BIU). To communicate with memory and I/O, the external bus
consists of a data bus, a separate address bus, seven bus status pins, two data status pins, and thr
control pins.

* The bidirectional data bus consists of 16 pins (D0-D15). The bus is capable of transferring
8 or 16 bits of data.

* The address bus, which generates a 26-bit address, consists of 25 address pins (A25-Al), a
high-byte-enable pin (BHE#), and @an-byte-enablgin (BLE#). The address pins select a
word in memory, and the byte-enable pins select the byte within the word to access.

* The bus status pins indicate the start of a new cycle and the type of cycle to be performed:
— ADS# indicates the start of a bus cycle and valid address bus outputs.

— W/R# identifies the bus cycle as a write or a read.

— M/IO# identifies the bus cycle as a memory or I/O access.

— DI/C# identifies the bus cycle as a data or control cycle.

— LOCK# identifies a locked bus cycle.

— LBA# indicates that the processor is to terminate the bus cycle.
— REFRESH# identifies a refresh bus cycle.

I 7-1
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* The data status pins indicate that data is available on the data bus for a write (WR#) or that
the processor is ready to accept data for a read (RD#). These pins are available so that
certain system configurations can easily connect the processor directly to memory or 1/O
without external logic.

* The bus control pins allow external logic to control the bus cycle on a cycle-by-cycle basis:

— READY# indicates that internal logic has completed the current bus cycle or that
external hardware has terminated it.

— NA# requests the next address to be put on the bus during a pipelined bus cycle.
— BS8# indicates that the current bus transaction is for an 8-bit data bus.

The remaining external bus pins interface to external bus masters and external logic for transfer-
ring control of the bus.

* An external bus master activates the HOLD pin to request the external bus. The processor
finishes the current nonlocked bus transfer and releases the bus signals. The processor
activates the HLDA pin to indicate that the bus has been released.

7.1.1 Bus Signal Descriptions

Table 7-1describes the signals associated with the BIU.

Table 7-1. Bus Interface Unit Signals

Device Pin or

Signal Internal Signal

Description

A25:1 Device pins Address Bus:

Outputs physical memory or port I/O addresses. These signals are
valid when ADS# is active and remain valid until the next T1, T2P,
or Ti.

ADS# Device pin Address Status:

Indicates that the processor is driving a valid bus-cycle definition
and address. (The processor is driving W/R#, D/C#, M/IO#,
REFRESH#, A25:1, BHE#, and BLE# on its pins.)

BHE# Device pins Byte Enable Outputs:
BLE#

Indicates which byte of the 16-bit data bus the processor is trans-
ferring.

BHE# BLE#

0 0 word transfer

0 1 upper byte (D15:8) transfer

1 0 lower byte (D7:0) transfer

1 1 refresh transfer

BS8# Device pin Bus Size:
Indicates that the currently addressed device is an 8-bit device.




Table 7-1.

BUS INTERFACE UNIT

Bus Interface Unit Signals (Continued)

Signal

Device Pin or
Internal Signal

Description

D15:0

Device pins

Data Bus:

Inputs data during memory read, 1/O read, and interrupt
acknowledge cycles; outputs data during memory write and /O
write cycles. During reads, data is latched during falling edge of
phase 2 of T2, T2P, or T2i. During writes, this bus is driven during
phase 2 of T1 and remains active until phase 2 of the next T1, T1P,
or Ti.

LBA#

Device pin

Local Bus Access:

Indicates that the processor provides the READY# signal internally
to terminate a bus transaction. This signal is active when the
processor accesses an internal peripheral or when the chip-select
unit provides the READY# signal for an external peripheral.

LOCK#

Device pin

Bus Lock:
Prevents other bus masters from gaining control of the system bus.

M/1O#

D/C#

W/R#
REFRESH#

Device pins

Bus Cycle Definition Signals (Memory/IO, Data/Control,
Write/Read, and Refresh):

These four status outputs define the current bus cycle type.
M/10# DIC# W/R# REFRESH#

0 interrupt acknowledge cycle

never occurs

I/O data read

I/O data write

memory code read

halt or shutdown cycle*

refresh cycle

memory data read

memory data write

* The processor outputs a byte address of two for a halt condition

and a byte address of zero for a shutdown condition. For both
conditions, the processor drives BHE# high and BLE# low.

RRrRRROOOO
PR PROORRO

RrOORORORO
X P OXXXXXX

NA#

Device pin

Next Address:
Requests address pipelining.

RD#

Device pin

Read Enable:

Indicates that the current bus cycle is a read cycle and the data bus
is able to accept data.

READY#

Device pin

Ready:

This bidirectional pin indicates that the current bus cycle is
completed. The processor drives READY# when LBA# is active;
otherwise, the processor samples the READY# pin on the falling
edge of phase 2 of T2, T2P or T2i.

WR#

Device pin

Write Enable:

Indicates that the current bus cycle is a write cycle and valid data is
on the data bus.

7-3
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7.2 BUS OPERATION

The processor generates eight different types of bus operations:
* memory data read (data fetch)
* memory data write
* memory code read (instruction fetch)
* 1/O data read (data fetch)
* |/O data write
* halt or shutdown
¢ refresh
¢ interrupt acknowledge

These operations are defined by combinations of four bus statug abis.7-2lists the various
combinations and their definitions.

Table 7-2. Bus Status Definitions

M/I1O# D/C# W/R# REFRESH# Bus Operation
0 0 0 X interrupt acknowledge cycle
0 0 1 X never occurs
0 1 0 X I/O data read
0 1 1 X I/O data write
1 0 0 X memory code read
1 0 1 X halt or shutdown cycle*
1 1 0 0 refresh cycle
1 1 0 1 memory data read
1 1 1 X memory data write

*The byte address is 2 for a halt and 0 for a shutdown. For both conditions, BHE# is high and BLE# is low.
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From an idle bus, the processor begins a bus cycle by first driving a valid address and bus cycle
status onto the address and status buses. Hardware can distinguish the difference between an idle
cycle and an active bus cycle by the address status (ADS#) signal being driven active. The ADS#
signal remains active for only the first T-state of the bus cycle, while the address signals and sta-
tus signals remain active until the bus cycle is terminated by an active READY# signal or the bus
cycle is pipelined. (Pipelined bus cycles are discusstRipelining” on page 7-8 Basic bus cy-

cles are illustrated iRigure 7-1 The bus status signals indicate tyyget of bus cycle the proces-

sor is executing. Notice that the signal combinations marked as invalid states may occur when the
bus is idle and ADS# is inactive.

Memory read and memory write cycles can be locked to prevent another bus master from using
the local bus. This allows for indivisible read-modify-write operations.

7-5
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Cycle 1 Cycle 2 Idle Cycle 3 Cycle 4

Nonpipelined|Nonpipelined| Cycle [Nonpipelined|Nonpipelined
External External External External
(Write) (Read) (Write) (Read)
State T1 T2 T1 T2 Ti T1 T2 T1 T2
cue [T L I
Processor Clock /_\_/_\_/_ \_/_ \_
A25:Al, BHE#
BLE#, D/C# Valid 1 Vdiid 2 vglid 3 valid 4
M/10#
REFRESH#
WI/R# XY
WR#E |\ \
RD# \ \
ADS# ]
NA#
READY#
LBA#
BS8#
tock# XXX vaid1 X vaid2 KXXXX Valid3a X valid 4
D15:0  JORRRX_|out 1| YGRRX 2 YRR [outs| YOGRRX i 4

A2305-01

Figure 7-1. Basic External Bus Cycles
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7.2.1 Bus States

The processor usesdaubke-frequency clock input (CLK2). This clock is internally divided by
two and synchronized to the falling edge of RESET to generate the internal processor clock sig-
nal. Each processor clock cycle is two CLK2 cycles wide.

An external circuit must generate its own clock signal, using the falling edge of RESET as a ref-
erence. The processor clock signal is used as a phase status indicator for external circuitry. All
device inputs are sampled and outputs are activated at CLK2 rising edges. This makes synchro-
nous circuit design easy through the use of rising-edge-triggered, registered logic (such as PALs,
PLDs and EPLDs). Many signals are sampled on every other CLK2 rising edge: some are sam-
pled on the CLK2 edge when the processor clock is high, while others are sampled on the CLK2
edge when the processor clock is low. The maximum data transfer rate for a bus operation (de-
termined by the processor clock) is 16 bits for every two processor clock cycles, or 16 Mbytes
per second (CLK2 = 32 MHz, processor clock = 16 MHz).

Each bus cycle is composed of at least two bus states, T1 and T2. Each bus state in turn consists
of two CLK2 cycles, which can be thought of as phase 1 and phase 2 of the bus state. During the
first bus state (T1), address and bus status pins go active. During the second bus state (T2), exter-
nal logic and devices respond. If the READY# input is sampled low at the end of T2, the bus cycle
terminates (cycle 1). If READY# is high when sampled, the bus cycle continues for an additional
T2 state (cycle 2), called a wait state, and READY# is sampled again. Wait states are added until
READY# is sampled low. READY# is sampled externally when the LBA# signal isiieatt

the LBA# signal is active, the processor is generating the READY# signal ilge RBADY#

can be generated internally by either an internal peripheral or the chip-select unit’'s wait-state gen-
erator. When no bus cycles are needed (no bus requests are pending), the processor remains in th
idle bus state, Ti. The relationship between T1, T2, and Ti is shofigumne 7-2

I 7-7
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Reset Asserted READY# Asserted * No Request

Always -
L) T

READY# Asserted *
Request Pending

No Request

Request Pending

Bus States:
T1 - First clock of a non-pipelined bus cycle (CPU drives READY# Negated ¢
new address and asserts ADS#). NA# Negated

T2 - Subsequent clocks of a bus cycle when NA# has not
been sampled asserted in the current bus cycle.
Ti - Idle State

The fastest bus cycle consists of two states: T1 and T2.

A2484-01

Figure 7-2. Bus State Diagram ( Does Not Include Address Pipelining)

7.2.2 Pipelining

With this device, the address and status outputs can be controlled so the outputs for the next bus
cycle become valid before the end of the present bus cycle. This technique, allowing bus cycles
to overlap, is calleg@ipelining

Pipelining increases busrdughput wihout decreasing allowable memory or I/O access time,
thus allowing high bandwidth with relatively slow, inexpensieenponets. In addition, using
pipelining to address slower devices can yield the sanoeighput asddressing faster devices

with no pipelining. With pipelining, a device operating at 25 MHz (CLK2 = 50 MHz) can transfer
data at 25 Mbytes per second, while allowing an address access time of 3 T-states (120 ns at 25
MHz, neglecting signal delays). Without address pipelining, the access time can be only 2 T-
states (80 ns at 25 MHz). Accesses to internal peripherals do not use pipelining.

7.2.3 Data Bus Transfers and Operand Alignment

The processor can address up to 64 Mbyt&dbfzes, address@90000H-03FFFFFFH) of phys-
ical memory and up to 64 Kbytes'fdytes, addresses 000000H-00FFFFH) of I/O. dédce
maintains separate physical memory and I/O spaces.

7-8
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A programmer views the address space (memory or I/O) as a sequence of bytes. Words consist
of 2 consecutive bytes, and doubterds consist of 4onsecutive bytes. However, in the system
hardware, address space is implemented in 2-byte portions. When the processowrzddg a
accesses a byte from each portion of the 16-bit data bus. The processor automatically translates
the programmer’s view of conseud bytes into this hardware implementation.

The memory and I/O spaces are organized physically as sequences oivb6dbi(Z° 16-bit
memory locations and‘216-bit I/O ports maximum). Eackord stats at a physical address that
is a multiple of 2 and has 2 individually addressable bytes at consecutive addresses.

Pins A1-A25 correpond to thenost-significant bits of the physical address; these pins address
words of memory. The least-significant bit of the physical address is used internally to activate
the appropriate byte enable output (BHE# or BLE# or both).

Data can be transferred in quantities of either 8 or 16 bits for each bus cycle of a data transfer. If
a data transfer can be completed in a single cycle, the transfer is saaligmed For example,
a word transfer involving DO-D15 and activating BHE# and BLE# is aligned.

Word transfers that cross a wdydundary or doubleword trafess that cross two word bod-

aries are calledhisalignedtransfers. Misaligned word transfers require two bus cycles, while
misaligned doubleword trafess require three. The processor automatically generates these cy-
cles. For example, a word transfer at (byte) address 03H requires two transfers: the first activates
word address 04H and uses DO-D7, and the second activates word address 02H and uses D8-
D15. A doubleword trarier at (byte) address 03H requires one word transfer and two byte trans-
fers. The first word transfer activates word address 04H and uses DO-D15, the next transfer acti-
vates word address 06H and uses DO-D7, and the last transfer astivedesidress 02H and
usesD8-D15.

Table 7-3shows the sequence of bus cycles for all possible alignments and operand length trans-
fers. Even though misaligned transfers are transparent to a program, they are slower than aligned
transfers and should be avoided.

Table 7-3. Sequence of Misaligned Bus Transfers

First Cycle Second Cycle Third Cycle
Transfer Physical
Type Address Address Byte Address Byte Address Byte
Bus Enable Bus Enable Bus Enable
word 4AN+1 4AN+1 BHE# | 4N+2 BLE#
word 4AN+3 AN+4 BLE# | 4N+3 BHE#
doubleword | 4N 4N both AN+2 both
doubleword | 4N+1 AN+4 BLE# | 4N+1 BHE# | 4N+2 both
doubleword | 4N+2 AN+4 both AN+2 both
doubleword | 4N+3 AN+4 both AN+6 BLE# | 4N+3 BHE#

7-9
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7.2.4 Ready Logic

A bus cycle is terminated externally by asserting the READY# pin or internally by either an in-
ternal peripheral or the chip-select unit's wait-state logic. If an access is to an internal peripheral,
the address also goes out to the external bus. If an external device incorrectly decodes a match to
the address and drives the READY# pin, contention occurs on the signal. The LBA# pin should
be used to alleviate the possibility of contention on the READY# pin. The LBA# pin becomes
active when the processor is generating th&AB¥# internally.Figure 7-3shows the implemen-

tation of the READY# signal with the LBA# signal. If you wish to simplify decoding of address
space and overlap internal I/O registgm) may need to provide external logic to monitor LBA#

and abort the bus cycle externally when the processor generates the READY# internally.

{1 iBa#

Bus
Unit

READY#
\~—— Chip Boundary

To Internal Units

A2485-01

Figure 7-3. Ready Logic

When an internal cycle occurs, the LBA# signal becomes active in phase 1Efdi2 7-4
shows internal and external bus cycles.

7-10 I
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Idle Cyclel Cycle2 Cycle3 Idle Cycle4 Idle
Pipelined Pipelined Pipelined Pipelined
External Internal Internal External
(Write) (Read) (Write) (Read)
Ti T1 T2 T1 T2 T1 T2 Ti T1 T2 Ti
CLKZJH' ||| |||
Processor Clock _\_/_ \_/_ \_/_
BHE#, BLE#, A1:A25 - - - "
MIIOH DIGH vaid1 Vajid2 Vaid3 valida
REFRESH#
WIR#
WR# -\ \
RD# \ \
ADS#
READY#
Y Y Y Y
End Qycle 1 | End Gycle 2 | End Qycle 2 End Cycle 4
LBA#
BS8#
LOCK# Valid1l Vallid2 Vaid3 Valid4
00015 |- = ~|= {0 | -1 =~ <[ 0w > 1--1- >~
A2486-01

Figure 7-4. Basic Internal and External Bus Cycles
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7.3

The

BUS CYCLES

processor executes five types of bus cycles:
read

write

interrupt

halt/shutdown

refresh

7.3.1 Read Cycle

Read cycles are of two types: pipelined aodpipelined. In a nonpipeled cycle, the address

and

status signals become valid during the first T-state of the cycle (T1). In a pipelined cycle, the

address and status signals are output in the previous bus cycle, to allow longer memory access
times. Pipelined cycles are describedhipelined Cycle” on pag@-16 Figure 7-5shows the

timing for two nonpipelined read cycles (one with and one without a wait state). The sequence of
signals for the nonpipelined read cycle is as follows:

1.

7-12

The processor initiates the cycle by driving the address bus and the status signals active
and asserting ADS#. The type of bus cycle occurring isroéhed by the states of the
address bus (A1-A25), byte enable pins (BLE# and BHE#), and bus status outputs (W/R#,
M/IO#, D/C#, REFRESH#, and LOCK#). Because of output valid delays, these signals
should be ampled during a rising edge of the CLK2 signal when ADS# is asserted and the
internal processor clock is high. For a read cycle, the bus status outputs have the following
states:

* W/R# is low.

* M/IO# is high for a memory read and low for an I/O read.

¢ D/C# is high for a memory data read and low for a memory code read.

* REFRESH# is high.

* LOCK# is low for a locked cycle and high for a nonlocked cycle.

In a read-modify-write sequence, both the memory data read and memory data write
cycles are locked. No other bus master should be permitted to control the bus between two
locked bus cycles. The address bus, byte enable pins, and bus status pins (with the
exception of ADS#) remain activerough theend of the read cycle.

At the start of phase 2 of T1, RD# becomes active as the processor prepares the data bus
for input. This indicates that the processor is ready to accept data.

At the end of T2, READY# is sampled. If READY# is low, the processor riadsput
data on the data bus and deactivates RD#.
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4. |If READY# is high, wait states are added (additional T2 states for nonpipelined cycles)
until READY# is sampled low. READY# is sampled at the end of each wait state.

5. Once READY# is sampled low, the processor reads the input data, deactivates RD#, and
terminates the read cycle. If a new bus cycle is pending, it begins on the next T-state.

Idle Cycle 1 Cycle 2 Idle
Pipelined Pipelined
External External
(Read) (Read)
Ti T1 T2 T1 T2 T2 Ti
pcsssr ook N /] VaVavaVa
BHE#, BLE#, A25:1 - -
MIOH, DICE valid1 Valid2
REFRESH#
W/R#
WR#
RD# \
ADS#
nar X XXX
READY# w
End Cycle End Cycle
LBA#
BS8#
LOCK# Valid1 Valid2
D15.0 == = —|= — —|==(In —-_ 1 == = IN2y= — -
A2487-01

Figure 7-5. Nonpipelined Address Read Cycle
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7.3.2

Write Cycle

Write cycles, like read cycles, are of two types: pipelined and nonpipelined. Pipelined cycles are
described irfPipelined Cycle” on page 7-16

Figure 7-6shows two nonpipelined write cycles (one with and one without a wait state). The se-
guence of signals for a nonpipelined write cycle is as follows:

1.

7-14

The processor initiates the cycle by driving the address bus and the status signals active
and asserting ADS#. The type of bus cycle is determined by the states of the address bus
(A1—-A25), byte enable pins (BLE# and BHE#), and bus status outputs (M/IO#, D/C#,
W/R#, and LOCK#). The bus status outputs signal the beginning of a bus cycle when, at a
rising edge of the CLK2 signal, ADS# is asserted and the internal processor clock is high.
External system logic should use this combination of signals to determine the start of a bus
cycle. For a write cycle, the bus status outputs have the following states:

¢ WI/R# is high.
* M/IO# is high for a memory write and low for an I/O write, halt, or shutdown cycle.

e D/C# is high for a memory write or I/O write cycle and low for a halt or shutdown
cycle. Unless D/C# is decoded for chip-select logic for a memory device in the address
range from zero to two, the shutdown or halt cycle looks like a memory write cycle to
byte address zero or two, respectively. The signal D/C# needs to be decoded for
memory device chip-selects in this address range (normally SRAM or DRAM devices).

* LOCK# is low for a locked cycle and high for an unlocked cycle. In a read-modify-
write sequence, both the memory data read andanedata write cycles are locked.
No other bus master should be permitted to contel bus between two locked bus
cycles.

The address bus, byte enable pins, and bus status pins (with the excepiDS#)f
remain active through the endtbe write cycle.

At the start of Phase 2 in T1, the WR# signal is asserted and the CPU begins to drive
output data on its data pins. The data remains valid until the start of phase 2 in the T-State
after the present bus cycle has terminated.

At the end of T2, READY# is sampled. If READY# is |otlve WR# signal is deasserted
and the write cycle terminates.

If READY# is high, wait states are added (additional T2 states for nonpipelined cycles)
until READY# is sampled low. READY# is sampled at the end of each wait state.

Once READY# is sampled low, the write cycle terminates. If a new bus cycle is pending,
it begins on the next T-state.
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Idle Cycle 1 Cycle 2 Idle
Nonpipelined Nonpipelined
External External
(Write) (Write)

\/|

CLK2 J
] /NSNS

Processor Clock

=

BHE#, BLE#, A1:A25

M/IO#, DIC# valid1 Valid2

REFRESH#

WIR#

WR# \

RD#

ADS#

v ¥ 0K

READY# X\

End Qycle 1 End Qycle 2
LBA#
BS8#
LOCK# Valid 1 Valid 2

D0D15 —|———|—« Jout1 | X |out2 >

A2488-01

Figure 7-6. Nonpipelined Address Write Cycles
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7.3.3 Pipelined Cycle

Pipelining allows bus cycles to be overlapped, increasingrifwuat of time available for the
memory or I/O device to respond. The next address (NA#) input controls pipelining. NA# is gen-
erated by logic in the system to indicate that the address and status bus are no longer needed by
the system. If pipelining is not desired in a system, the NA# input should be tied inactive.

During any particular bus cycle, NA# is sampled only after the address and status have been valid
for one T-state (the T1P state of pipelined cycles or the first T2 state of nonpipelined cycles) and
is continuously sampled in each subsequent T-state until it is found active or the bus cycle is ter-
minated. In particular, NA# is sampled at the rising CLK2 edge before phase 2.

If the system is designed to assert NA#, pipelining may be dynamically requested aalayeycl
cycle basis by asserting NA#. Typically, some but not all devices in a system will be pipelined.
Note that asserting the NA# pin is a request for pipelining. Asserting NA# during a bus cycle does
not guarantee that the next cycle will be pipelined. During the T2 stateoofpgelined cycle,

if NA# is sampled active, one of four states will occur:

¢ If a bus cycle is internally pending in the processor and READY# is returned inactive to the
processor and the HOLD input is inactive, then the address, byte enables, and bus status
signals for the next bus cycle are driven and the processor bus unit enters a T2P state. T2P
states are repeated until the bus cycle is terminated.

¢ If a bus cycle is internally pending in the processor and READY# is returned active to the
processor and the HOLD input is inactive, then the address, byte enables, and bus status
signals for the next bus cycle are driven and the processor bus unit enters a T1 (nonpipe-
lined) state. In effect, the NA# input is ignored in this case.

e |If READY# is returned inactive and either a bus cycle is not internally pending or the
HOLD input is active, then the address and byte enables entetkaown state, the bus
status signal goes inactive, and the processor bus unit enters a T2i state. If the bus cycle is
not terminated, then the next state will either be a T2P state or a T2i state depending on
whether a bus cycle is pending.

e |f HOLD is asserted to the processor and READY# is returnégeathen the Th state will
be entered from a T2 state regardless of whether an internal bus cycle is pending.

Figure 7-Tillustrates the effect of NA#(gure 7-14 on page 7-3hows the full bus state diagram
including pipelining). During the second T-state (T2) nbapipelined read cyclgycle 2), NA#

is sampled low. A bus cycle was pending internally (cycle 3) and the address, byte enables, and
bus status signals for this pending bus cycle (cycle 3) are driven during the next T2P state (the
first wait state of the current bus cycle). The RD# and WR# signals do not change AiYRE

is sampled low.

7-16 I



BUS INTERFACE UNIT
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Cyclel
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TP | T2P

1L
\/|

T2P

UL
\VAE

1L
\/|

1L
\/|

UL
\VAE

BHE#, BLE#, A1:A25,

1L
\/|

Cycle2 Cycle3
Pipelined Pipelined
(Read) (Write)
T1P T2 T2P | T1P T21

Cycled
Pipelined
(Read)
T1iP

Uy
N/

11
/NS
X v

Validl Valid2 i i
M/IO#, DICH a|/ alid / alid3 alid4
—r ADS# is assefted as
soon as the GPU has
another bus gycle to
perfoim, which is not
alwayls immediately
after NA# is gsserted.
W/R#
WR#
RD# \ \
ADS#
4 v
Note A’LDS# is / long as the CPU gnters the T2P
asseifted in state during Cycle|3, address
every T2P state| p|pelining is maintained in Cycle 4.
NA#

Assefting NA# more (—T T > NA# could have been psserted in T1P
than once| during if desirpd. The|latest time possible to
any cycle jhas no allow the CPU|to enter T2P state to
additional|effects maintajn pipelining in ¢ycle 3.

READY# N kN _AOOX
LBA#
BS8#

LOCK# _X Valid 1

Valid 2

Valid 3|

\Valid 4

DO0:D15

OutX

Out

)_

-~

Out

)____

A2477-01

Figure 7-7. Pipelined Address Cycles
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In cycle 3, NA# is sampled in the first T-state (T1P); the address and status have been valid for

one previous T-state and this is a new bus cycle. NA# is sampled active and because a bus cycle
(cycle 4) is pending internally, the address, byte enables, and bus status signals for this pending
bus cycle (cycle 4) are driven during the next T2P state.

In cycle 4, NA# is sampled in the first T-state (T1P); the address and status have been valid for
one previous T-state, and this is a new bus cycle. NA# is sampled active and because a bus cycle
is not internally pending, the address and byte enables go to an unknown state and the bus status
signals go inactive in the next T2I state. When this cycle is terminated by an active READY# sig-
nal, there is no bus cycle pending internally and the bus enters the idle state (Ti).

From an idle bus, an additional overhead of one clock cycle is required to start a pipelined bus
cycle (this is true with all pipelined bus architectures). This additional clock is used to pipeline
the address and status signals for the first bus cycle in a train of pipelined bus cycles. As long as
back-to-back bus cycles are executed, the pipelined bus can maintain the same throughput as the
nonpipelined bus. Only when the bus pipeline gets broken (by entering an idle or hold state) is
the additional one-clock overhead required to start the pipe again for the next train of pipelined
bus cycles.

The first bus cycle after an idle bus state is always nonpipelined. Systems that use pipelining will
typically assert NA# during this cycle to enter pipelining. To initiate pipelining, this nonpipelined
cycle must be extended by at least one T-state so that the address and status can be pipelined be
fore the end of the cycle. Subsequent cycles can be pipelined as long as no idle bus cycles occur.

Specifically, NA# is sampled at the start of phase 2 of any T-state in which the address and status
signals have been active for one T-state and a new cycle has begun:
¢ the first T2 state of a nonpipelined cycle (the second T-state)
¢ the T1P state of a pipelined cycle (the first T-state)
* any wait state of a nonpipelined or pipelined cycle unless NA# has already been sampled
active

Once NA# is sampled active, it remainsaetnternallythroughout the current bus cycle. If NA#

and READY# are active in the same T2 state, the state of NA# is irrelevant becaAB¥RE

causes the start of a new bus cycle. Therefore, the new address and status signals are always driv
en, regardless of the state of NA# NA# has no effect on a refresh cycle because the refresh cycle
is entered from an idle bus state and exits to an idle bus state.
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With this processor, address pipelining is optional so that bus cycle timing can be closely tailored
to the access time of the memory device; pipelining can be activated once the address is latched
externally or not activated if the address is not latched. For systems that use address pipelining,
the great majority of accesses are pipelined. Very few idle states occur in an Intel386 EX proces-
sor system. This means that once the processor has entered pipelining, another bus cycle reques
is almost always internally pending, resulting in a continuous train of pipelined cycles. In mea-
sured systems, about 85% of bus cycles are pipelined.

A complete discussion of the considerations for using pipelining céoubd in thelntel386™
SX Microprocessordata sheet or théntel386™ SX Microprocessor Hardware Reference
Manual

7.3.4 Interrupt Acknowledge Cycle

An unmasked interrupt causes the processor to suspend execution of the cogrant pnd per-
form instructions from another program callediaterrupt service routinelnterrupts are de-
scribed inChapter 8, “Interrupt Control Unit.”

The interrupt control unit coordinates the interrupts of several devices. It contai825@A
programmable interrupt controllers (PICs) connected in cascade. The882E8& module con-

trols up to five internal interrugiources and up to four external interrupt sources depeunpony

the configuration programmed. The master 8259A module controls three internal irgeunapt

es and up to four external interrupt sources depending upon the configpraticeamned. When

a device signals an interrupt request, the interrupt control unit activates the processor’s INTR in-
put.
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Interrupt acknowledge cycles are special bus cycles that enable the interrupt control unit to output
a service-routine vector onto the data bus. The processor performs two back-to-back interrupt ac-
knowledge cycles in response to an active INTR input (as long as the interrupt flag is enabled).

Interrupt acknowledge cycles are similar to regular bus cycles in that the processor initiates each
bus cycle and an active READY# terminates each bus cycle. The cycles are shaundry-8

The sequence of signals for an interrupt acknowledge cycle is as follows:

1. The address and status signals are driven active and ADS# is driven low to start each bus
cycle.

— Status signals M/IO#, D/C#, and W/R# are low to indicate an interrupt acknowledge
bus cycle. These signals must be decoded to generate the INTA input signal for an
external 8259A if an external cascaded 8259A is used. The REFRESH# signal is high.

— LOCK# is active from the beginning of the first cycle to the end of the second. HOLD
requests from other bus masters are not recognized until after the second interrupt
acknowledge cycle.

— The byte address driven during the first cycle is 4; during the second cycle the byte
address is 0. BHE# is high, BLE# is low, and A3—-A25 and Al are low for both cycles;
A2 is high for the first cycle and low for the second. If the CAS enable bit in the
interrupt control unit’s configuration register (INTCFG) is set, address bigs-Al6
will reflect the CAS lines. The CAS lines are valid from T2 of the first interrupt
acknowledge cycle until the end of the second interrupt acknowledge cycle.

2. The processor floa80-D15 for both cycles; however, at the end of the second cycle, if
the interrupt is from an external cascaded 8259A, the service-routine vector driven on the
lower data bus by the 8259A is read by the processor on data pins DO-D7. Otherwise, the
active internal 8259A sends the vector to the processor.

3. READY# is generated internally for the first cycle and for the second cycle if the interrupt
request is from one of the internal 8259A modules. If the interrupt is from a cascaded
external 8259A, external logic must assert READY# to terminate the second cycle. The
internal chip-select unit will not generate READY# for interrupt acknowledge cycles.

System logic must generate sufficient wait states (by delaying the assertion of READY#) to ex-

tend the cycle to the minimum pulse-width requirement of the external 8259A. In addition, the
CPU inserts four idle (Ti) states between the two cycles to match the recovery time of the 8259A.
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Figure 7-8. Interrupt Acknowledge Cycles
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7.3.5

Halt/Shutdown Cycle

The halt condition occurs in response to a HALT instruction. The shutdown condition occurs
when the processor is processing a double fault and encounters a protection fault; the processor
cannot recover and shuts down. Externally, a shutdown cycle differs from a halt cycle only in the

result

1.

7-22

ing address bus outputs. The sequence of signals for a halt cycle is as follows:

As with other bus cycles, a halt or shutdown cycle is initiated by driving the address and

status signals active and asserting ADSgure 7-9shows a halt bus cycle. The address

and status signals are driven to the following active states:

— M/IO# and W/R# are driven high and D/C# is driven low to indicate a halt cycle or
shutdown cycles.

— The address bus outputs a byte address of 2 for a halt condition and a byte address of
zero for a shutdown condition. These signals are used by external devicgsotadreo
the halt or shutdown cycle.

NOTE

Notice that the halt or shutdown bus cycle will appear as a memory write
operation to byte address 0 or 2 (depending on whether a shutdown or halt
cycle is being performed) if the D/C# signal is not decoded. Any read/write
devices located in the memory space at these addresses need to decode the
D/C# signal for selection; otherwise, a halt or shutdown cycle will corrupt

them.

READY# must be asserted to complete the halt or shutdown cycle. The internal chip-
select unit will not generate READY# during halt/shutdown cycles. The processor will
remain in the halt or shutdown condition until one of the following actions occurs:

— NMI goes high; the processor services the interrupt.

— RESET goes high; the device is reinitialized.

—In the halt condition (but not in the shutdown condition), if maskable interrupts are
enabled, an active INTR input will cause the processor to end the halt cycle and service
the interrupt. The processor can service processor extension (PEREQ) requests and
hold (HOLD) requests while in the halt or shutdown condition.
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Figure 7-9. Halt Cycle
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7.3.6 Refresh Cycle

The refresh control unit simplifies dynamic memory controller design by issuing dummy read cy-
cles at specified intervals. (For more information, refeChapter 15, “Refresh Control Uni}.”
Figure 7-10shows a basic refresh cycle. The sequence of signals for a refresh cycle is as follows:

1. Like a read cycle, the refresh cycle is initiated by asserting ADS# and completed by
asserting READY#. The address and status pins are driven to the following values:
— M/IO# and D/C# are driven high and W/R# and REFRESH# are driven low to indicate
a memory read.
— Address lines are driven to the current refresh address, while the BHE# and BLE# are
driven high.

2. To complete the refresh cycle, READY# must be asserted. The refresh control unit then
relinquishes control to the current internal bus master until the next refresh cycle is
needed.

During hold acknowledge cycles with the HLDA pin active, the refresh control unit will drop the
HLDA pin before issuing a refresh cycle. The processor then waits for the HOLD pin to be deas-
serted for at least one processor clock cycle. Once HOLD is deasserted, the processor will begin
the refresh cyclerigure 7-11shows a refresh cycle during a HOLD/HLDA condition.

CAUTION

External bus arbitration logic should monitor the HDLA signal if the refresh
control unit is being used. If a refresh cycle is left waiting longer than the
refresh count, DRAM may lose data.
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Figure 7-10. Basic Refresh Cycle
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Figure 7-11. Refresh Cycle During HOLD/HLDA
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7.3.7 BS8Cycle

The BS8 cycle allows external logic to dynamically switch between an 8-bit data bus size and a
16-bit data bus size by using the BS8# piilgure 7-12shows a word access to an 8-bit periph-
eral. Depending upon the current bus access width and addrebe atate of the BS8# pin, the
processor will perform the following actions:

¢ If the current bus cycle is a byte write with BHE# active and BLE# inactive, the processor
copies the upper eight bits of the data bus (D8-D15) to the lower eight bits of the data bus
(D0O-D7).

¢ If the current bus cycle is a word write with both BHE# and BLE# activetengrocessor
samples the BS8# pin active at the end of the last T2 (when READY# is sampled active),
the processor waits for the current bus to complete and then executes another write cycle
with the upper eight bits of the data {i8—D15)copied to the lower eight bits of the data
bus (D0-D7). The processor deactivates BLE# on the second cycle.

¢ If the current bus cycle is a word read with both BHE# and BLE# active and the processor
samples the BS8# pin active at the end of the last T2 (when READY# is sampled active),
the processor waits for the current bus cycle to complete and then executes another read
cycle, with BLE# inactive, diverting the lower eight bits of the data(b@s-D7) onto the
upper eight bits of the data bus (D8-D15).

e If the current bus cycle is any byte access with BHE# inactive and BLE# active, the
processor ignores the state of the BS8# pin.

The BS8 cycle generates additional bus cycles for read and write cycles only. For interrupt and
halt/shutdown cycles, the accesses are byte wide and the BS8#jporésl. For a refresh cycle,
the byte enables are both disabled and the BS8# pin is ignored.

NOTE
If a BS8 cycle requires an additional bus cycle, the processor retains the
current address for the second cycle. Address pipela@ngot be used with
BS8 cycles because address pipelining requires that the next address be
generated on the bus before the end of the current bus cycle.

To utilize thedynamic 8-bit bus sizing, an external memory or I/O should connect to the lower
eight bits of the data bus (D0-D7), use the BLE# as the zero address bit, and assert BS8# in T2
when the access is to the memory or I/0. The BS8# pin can also be controlled by the internal chip-
select unit.

ERRATA (4/5/95)
In Section 7.3.7, BS8 Cycle (page 7-27) the second and third bullets incorrectly referenced “...phase two
of T2"; these have been changed to “...at the end of the last T2 (when READY# is sampled active)”.
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7.4 BUS LOCK

In a system in which more than one device (a bus master) may control the local bus, locked cycles
are used to make sequential bus cycles indivisible. Otherwise, the cycles can be separated by a
cycle from another bus master.

Any bus cycles that must be performed back-to-back without any intervening bus cycles by other
bus masters should be locked. The use of a semaphore is one example of this concept. The value
of a semaphore indicates a condition such as the availability of a device. If the CPU reads a sema-
phore to determine that a device is available, then writes a new value to the semaphore to indicate
that it intends to take control of the device, the read cycle and write cycle should be locked to
prevent another bus master from reading from or writing to the semaphore in between the two
cycles.

The LOCK# output signals the other bus masters that they may not gain control of the bus. In
addition, when LOCK# is asserted, the processor will not recognize a HOLD request from anoth-
er bus master.

7.4.1 Locked Cycle Activators

The LOCK# signal is activated explicitly by the LOCK prefix on certain instructions. (The in-
structions are listed in thetel386™ SX Microprocessor Programmer’s Reference Majpual
LOCK# is also asserted automatically for XCHG instructions, descriptor updates, and interrupt
acknowledge cycles.

7.4.2 Locked Cycle Timing

LOCK# is activated on the CLK2 edge that begins the first locked bus cycle and deactivated when
READY# is sampled low at the end thfe last bus cycle to be locked. LOCK# is activated and
deactivated on these CLK2 edges regardless of address pipelining. If address pipelining is used,
LOCK# remains active until after the address and bus cycle status signals have been asserted for
the pipelined cycle. Consequently, the LOCK# signal can extend into the nextryreccess cy-

cle that does not need to be locked. (Segere 7-13) The result is that the use of the bus by an-
other bus master is delayed by one bus cycle.
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Figure 7-13. LOCK# Signal During Address Pipelining

7.4.3 LOCK# Signal Duration

The maximum duration of the LOCK# signal affects the maximum HOLD request latency be-
cause HOLD is recognized only after LOCK# goes inactive. The duration of LOCK# depends on
the instruction being executed and the number of wait states per cycle. The longest duration of
LOCK# is 9 bus cycles plus approximately 15 clocks. This occurs when an interrupt (hardware
or software) occurs and the processor performs a LOCKed read of the gate in the interrupt de-
scriptor table (8 bytes), a read of the target descriptor (8 bytes), and a write of the accessed bit in
the target descriptor.

7.5 HOLD/HLDA (HOLD ACKNOWLEDGE)
This device provides internal arbitration logf@t supports a protocol for transferring control of

the local bus to other bus masters. This protocol is implemented through the HOLD input and the
HLDA output.
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7.5.1 HOLD/HLDA Timing

To gain control of the local bus, the requesting bus master drives the HOLD input active. This
signal must be synchronous to the processor’'s CLK2 input. The procegsonds by complet-

ing its current bus cycle, then three-states all bus outputs except HLDA (effectively removing it-

self from the bus) and drives HLDA active to signal the requesting bus master that it may take
control of the bus. The requesting bus master must maintain HOLD active until it no longer needs
the bus. When HOLD goes low, the processor drives HLDA low and begins a bus cycle (if one

is pending).

For valid system operation, the requesting bus mastermotisike control of the bus until it re-
ceives the HLDA signal and must remove itself from the bus before deasserting the HOLD signal.
Setup and hold times relative to CLK2 for both rising and falling transitions of the HOLD signal
must be met.

If the internal refresh control unit is used, the HLDA signal may drop while an external master
has control of the bus, in which case the external bus master may or may not drop HOLD to allow
the processor to perform the refresh cycle. When the processor receives an active HOLD input,
it completes the current bus cycle before relinquishing control of thé-lguse 7-14shows the

state diagram for the bus including the HOLD state.

During HOLD, the processor can continue executing instructions that are already in its prefetch
queue. Program execution is delayed if a read cycle is needed while the processor is in the HOLD
state. The processor can queue one write cycle internally, pending the return of bus access; if
more than one write cycle is needpdpgram execinn is delayed until HOLD is released and
the processor regains control of the bus.
HOLD has priority over most bus cycles, but is not recognized under certain conditions:

¢ during locked cycles

* between two interrupt acknowledge cycles (LOCK# asserted)

¢ during misaligned word transfers (LOCK# not asserted)

¢ during doubleword (32-bit) transfers (LOCK# not asserted)

¢ during misaligned doubleword transfers (LOCK# not asserted)

¢ during an active RESET signal (HOLD is recognized during the time between the falling

edge of RESET and the first instruction fetch)

All inputs are ignored while the processor is in the HOLD state, except for the following:

* HOLD is monitored to determine when the processor may regain control of the bus.

e RESET is of higher priority than HOLD. An active RESET input reinitializes the device.

* One NMI request is recognized and latched. It is serviced after HOLD is released.
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Figure 7-14. Complete Bus States (Including Pipelined Address)

7-32




L]
Int9I® BUS INTERFACE UNIT

7.5.2 HOLD Signal Latency

Because other bus masters may be used in time-critical applications)dhataf time the bus

master must wait for bus access (HOLD latency) can be a critical design consideration. Because
a bus cycle must be terminated before HLDA can go active, the maximum possible latency occurs
when a bus-cycle instruction is being executed or a DMA block mode transfer is in progress. Wait
states increase latency, and HOLD is not recognized between locked bus cycles and interrupt ac-
knowledge cycles. The internal DMA may also contribute to the latency.

The HOLD latency is dependent on a number of parameters:
* The instruction being executed at the time the HOLD request occurs.
* The number of wait states the system is executing, including the following:
— memory wait states
— code fetch wait states
— interrupt acknowledge wait states
* The privilege levels of the requesting and target routines.
¢ The mode of the DMA, if it is executing:
— block mode
— single cycle mode
— demand transfer mode
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CHAPTER 8
INTERRUPT CONTROL UNIT

The interrupt control unit (ICU) is functionally identical to two industry-standard 82C59As con-
nected in cascade. The system supports 16 interrupt sources, which can be individually or global-
ly disabled. The ICU funnels the interrupt sources to the CPU based on a programmable priority
structure. Eight of the interrupt sources come from internal peripherals and the other eight come
from external pins. You can cascade additional 82C59As to four of the external interrupt pins to
increase the number of possibleeimtipts.

This chapter describes the interrupt control unit and is organized as follows:
* Overview
¢ ICU operation
* Programming

¢ Design considerations

8.1 OVERVIEW

The ICU (igure 8-) consists of two 82C59As configured as master and slave. Each 82C59A
has eight interrupt request (IR) signals. The master has seven interrupt sources and the slave
82C59A connected to its IR signals. The slave has nine interrupt sources connected to its IR sig-
nals (two sources are multiplexed to one IR signal). The interrupts can be globally or individually
enabled or disabled.

The master can receive multiple interrupt requests at once or it can receive a request while the
CPU is already processing another interrupt. The master uses a programmable priotitsest

to determine in what order to process multiple interrupt requests and to determine which requests
can interrupt the processing of other requests. When the master receivesraptirgguest, it

checks to see that the interrupt is enabled and determines its priority. If the interrupt is enabled
and has sufficient priority, the master sends the request (via the INT signal) to the CPU. This

causes the CPU to initiate an internal interrupt acknowledge cycle.

The slave 82C59A is cascaded from (or connected to) the master’s IR2 signal. Like the master,
the slave uses a programmable priority structure. When the slave receives an interrupt request, it
sends the request to the master (assuming the request is enabled and has sufficient priority). The
master sees the slave request as a request on its IR2 line. The master then sends the request to tt
CPU (assuming the request is enabled and has sufficient priority) and the CPU initiates an internal
interrupt acknowledge cycle.
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The internal interrupt acknowledge cycle consists of two pulses that are sent to the 82C59A IN-
TA# inputs. This cycle causes the 82C59A that received the original interrupt request to put the
request’s vector number on the bus. The master's cascade signals (CAS2:0) determine which
82C59A is being acknowledged (i.e., which 82C59A needs to put the vector number on the bus).
The CPU uses its processing mode (real, protected, or virtual-86) and the vector number to find
the address of the interrupt service routine.

The master 82C59A has four device pins (INT3:0) connected to it. You can cascade additional
82C59A slaves to these pins to increase the number of possible interrupt sources. The CPU ini-
tiates interrupt acknowledge cycles for the internal 82C59As. External logic must to decode the
bus signals to generate external interrupt acknowledge signals. Since the cascade bus determines
which 82C59A is being acknowledged, each external slave must monitor the master’'s cascade
signals to determine whether it is the acknowledged slave. For external slaves, the master’s cas-
cade signals can appear on the A18:16 address pins.
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ouUTO > IR0 INT ———>= ToCPU
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The port 3 configuration register (P3CFG) connects INTO-INT3 to the master's IR input signals.
The interrupt configuration register (INTCFG) connects INT4, INT6, and INT7 to the slave's IR input
signals. Otherwise, Vgg is connected.
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Figure 8-1. Interrupt Unit Connections
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8.2 ICU OPERATION

The following sections describe the ICU operation. The ICU&rinpt sources, interrupt priority
structure, interrupt vectors, interrupt processing, and polling mode are discussed.

8.2.1 Interrupt Sources

The ICU supports liiterrupt sources (s€kable 8-). Eight of these sources are internal periph-

erals and eight are external device pins (INT7:0). The device pins, INT3:0, are multiplexed with
port pins. When the port pin function rather than the interrupt function is enabled at thggpin, V

is connected to the ICU’s request signal. The device pins, INT7, INT6, and INT4, must be en-
abled. One external interrupt source, INT5, and an internal source, SSIOINT, are connected to
the same interrupt request signal. Only one of these sources can be enabled at a time. The port 3
configuration register (P3CFG) controls INT3:0 interrupt source connections, and the interrupt
configuration register (INTCFG) controls the INT7:4 interrupt source connections.

Table 8-1. 82C59A Master and Slave Interrupt Sources

Master IR Connected Slave Connected
h Source . Source
Line by IR Line by
IRO OuTO Hardwired IRO INT4 INTCFG
(timer control unit) (device pin)
IR1 INTO P3CFG IR1 SSIOINT INTCFG
(device pin) (SSIO unit)
INT5
(Device pin)
IR2 Slave 82C59A Hardwired IR2 OUT1 Hardwired
Cascade (timer control unit)
IR3 SIOINT1 Hardwired IR3 ouT2 Hardwired
(SIO unit) (timer control unit)
IR4 SIOINTO Hardwired IR4 DMAINT Hardwired
(SI10 unit) (DMA unit)
IR5 INT1 P3CFG IR5 INT6 INTCFG
(device pin) (device pin)
IR6 INT2 P3CFG IR6 INT7 INTCFG
(device pin) (device pin)
IR7 INT3 P3CFG IR7 WDTOUT# Hardwired
(device pin) (watchdog timer)

The processing of an interrupt begins with the assertion of an IR signal. During the ICU initial-
ization processgjou can program the IR signals to be either edge triggeredeardensitive. Edge
triggering means that the ICU recognizes a low-to-high transition on an IR signal as an interrupt
request. Level sensitive means that the ICU recognizes a rising edge on an IR signal as an inter-
rupt request.
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8.2.2 Interrupt Priority

Each 82C59A contains eight interrupt request signals. An 82C59A can receive several concurrent
interrupt requests or can receive a request while the CPU is servicing anettrapintWhen this
occurs, the 82C59A utilizes a programmable priority structure to determine in what quder to

cess the interrupts. There are two parts to the priority structure: assigning an interrupt level to
each IR signal and determining their relative priorities.

8.2.21 Assigning an Interrupt Level

By default, the interrupt structure for each 82C59A is configured so that IR0 has the highest level
and IR7 has the lowest level. There are two methods available for changing this interrupt struc-
ture: specific rotation and automatic rotation.

Specific rotation assigns a specific IR signal as the lowest level. The other IR signals are auto-
matically rearranged in a circular manner. For example, if you specify IR5 as the lowest level,
IR6 becomes the highest level, IR7 becomes the second-highest, and so on, with IR4 the second-
lowest.

Automatic rotation assigns an IR signal to the lowest level after the CPU services its interrupt. As
with specific rotation, the other signals are automatically rearranged in a circular manner. For ex-
ample, the IR5 signal is assigned the lowest level after the CPU services its interrupt, IR6 be-
comes the highest level, IR7 becomes the second-highest, and so on, with IR4 the second-lowest.
These methods are illustratedrigure 8-2
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Default Specific Automatic
Rotation Rotation
Highest Becomes Becomes
Level > IRO Highest —>>| IR6 Highest —> IR6
Level Level
IR1 IR7 IR7
IR2 IRO IRO
IR3 IR1 IR1
IR4 IR2 IR2
IR5 IR3 IR3
IR6 IR4 Assigned IR4
i Lowest
Specified
Lowest gyt |r7 Lowest —>| IR5 Level | |R5
Level Level After Being
Serviced
A2303-01

Figure 8-2. Methods for Changing the Default Interrupt Structure

8.2.2.2 Determining Priority

There are three modes that determine relative priorities (that is, whether a level higher, lower, or
equal to another level has higher or lower interrupt priority): fully nested, special-fully nested and
special mask. In the fully nested mode, higher level IR signals have higher interrupt priority. In
this mode, when an 82C59A receives multiple interrupt requests it passes the highest level re-
quest to the CPU (or the master if the 82C59A is a slave). Also, if the master receives an interrupt
request of a higher level while it is processing an interrupt request of a lower level, the CPU stops
processing the lower request, processes the higher request, then returns to finish the lower re-
quest.

When the internal slave receives an interrupt request, it passes that request to the master. The
master receives all internal slave interrupt requests on its IR2 signal. This means that in fully nest-
ed mode, higher-level slave requests cannot interrupt lower-level slave interrupts. For example,
suppose the slave gets an interrupt request on its IR7 signal. The slave sends the interrupt request
to the master’'s IR2 signal (assuming the slave’s IR7 interrupt is enabled and has sufficient prior-
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ity). The master sends the interrupt request to the CPU (assuming the master's IR2 interrupt is
enabled and has sufficient priority). The CPU initiates an interrupt acknowledge cycle and begins
processing the interrupt. Next, the slave gets an interrupt request on its IR0 signal (assume IR0 is
assigned a higher level then IR7), so it sends another IR2 to the master. If the master is in fully
nested mode, it does not relay the request to the CPU because the CPU is in the process of ser-
vicing the previous IR2 interrupt and only a higher-level request can interrupt its process (IR2 is
not higher than IR2).

The special-fully nested mode allows higher or equal level IR signals to have higher interrupt pri-

ority. In this mode, when the CPU is processing an interrupt, requests of higher or equal levels
will interrupt the processor. Enabling this mode in the master 82C59A allows higher-level slave

requests to interrupt the processing of lower-level slave interrupts.

In some applications, you may want to let lower-level requests interrupt the processing of higher-
level interrupts. The special mask madpports thesapplications. Unlike the special-fully nest-

ed and fully nested modes, which are selected during ICU initialization, the special mask mode
can be enabled and disabled during program operation. When special mask mode is enabled, only
interrupts from the source currently in-service are masked. All other interrupt requests (of both
higher or lower levels) are enabled.

8.2.3 Interrupt Vectors

Each interrupt request has an interrupt vector number associated with it. The interrupt vector is a
pointer to a location in memory where the address of theutigs sevice routine is located. The
relationship between the interrupt vector number and the location in memory of the interrupt’s
service routine address depends on the system’s programmed operating mode (real, protected, or
virtual-86). Chapter 9 of tHetel386™ SX Microprocessor Programmer’s Reference Maexial

plains this relationship.

During an interrupt acknowledge cycle, the ICU puts the interrupt’s vector number on the bus.
From the interrupt vector number and the system’s operating mode, the CPU determines where
to find the address of the interrupt’s service routine.

You must initialize each 82C59A with an interrupt vector base number. The 82C59As determine
the vector number for each interrupt request from this base number. The base vector number cor-
responds to the IR0 signal’s vector number and must be on an 8duytelary.Other vector
numbers are determined by adding the finenber of the IR signal to the base. For example, if

the base vector number is 32, the IR5 vector number is 37. Valid vector numbers for maskable
interrupts range from 32 to 255. Because the base vector number must reside on an@itiyte bo
ary, the valid base vector numbers are 32xt8 wheren= 0 — 27.

8-7



L]
INTERRUPT CONTROL UNIT Int9I®

8.2.4 Interrupt Process

Each IR signal has a pending, a mask, and an in-service bit associated with it. The mask bit dis-
ables the IR signal. The mask bits provide a way to individually disable the IR signals. You can
globally disable the IR signals with the CLI instruction. When The pending bit indicates that the
IR signal is requesting interrupt service. The in-service bit indicates that the processor is in the
process of servicing the imtept.

When the master 82C59A receives an interrupt request, it sets the corresponding pending bit and
sends the request to the CPU (assuming the request is enabled and has sufficient priority). The
CPU initiates an acknowledge cycle, causing the master to clear its pending bit, set its in-service
bit, and put the interrupt vector number on the bus.

When the slave receives an interrupt request, it sets thesponging pending bit and sends the
request to the master (assuming the request is enabled and has sufficient priority). When the mas-
ter receives the slave request, it sets its IR2 pending bit and sends the IR2 request to the CPU (as-
suming the request is enabled and has sufficient priority). The CPU initiates an interrupt
acknowledge cycle, causing the master to clear its IR2 pending bit and set its IR2 in-service bit.
The cascade bus activates the slave, causing it to respond to the interrupt acknowledge cycle and
clear its pending bit, set its in-service bit, and put the interrupt vector numbes bos.

An 82C59A uses its in-service bits and programmed priority structure to determined whether an
interrupt has sufficient priority. The in-service bits indicate which interrupt requests are being
serviced. The priority structure determines whether a new interrupt request’s level has sufficient
priority to interrupt the current process.

There are three methods for clearing an in-service bit: enabling the automatic end-of-interrupt
(AEOI) mode, issuing a specific end-of-interrupt (EOI) command, or issuing a nonspecific EOI

command. The AEOI mode is available only on the master 82C59A. The AEOI mode is enabled
during system initialization. In this mode, the 82C59A clears the in-service bit at the beginning
of an interrupt's processing. This means that interrupts of any level campttére processing

of other interrupts.

Unlike the AEOI mode, which is enabled during initialization, the other methods are commands
issued during interrupt processing, usually at the end of an interrupt’s service routine. The spe-
cific EOl command instructs the 82C59A to clear a specific IR in-service bit. The nonspecific
EOI command instructs the 82C59A to clear the in-service bit that corresponds to highest level
IR signal active at that time.

Figure 8-3illustrates the process that takes place when the master receives a non-slave interrupt
request. (A request on any IR signal that does not have a slave cascaded Figoré.3-4illus-

trates the process that occurs when a slave receives an interrupt feiguest8-5continues by
showing what happens when the master receives a slave interrupt request (in this case an IR2 re-
quest).
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| Master receives an interrupt request. (From a non-slave source.) |

Y

| Master sets the request's pending bit. |

(operating in

Is fully nested
Is R S ma_ster_ mode)
request special operating in No
enabled? mask mode special-fully
’ enabled?

request
equal or higher
than any set
in-service

request
higher level
than any set
in-service

in-service
bit for this
request
set?

Master sends request to CPU. CPU initiates interrupt acknowledge cycle.

Y

Master clears request's pending bit, sets its in-service bit, and puts its
interrupt vector number on the bus.

Master clears its in-service bit. The
CPU uses its operating mode and the
interrupt vector number to find the
interrupt service routine's address.
CPU begins processing interrupt.

Is
master in
AEOI
mode?

The CPU uses its operating mode and the interrupt vector number to find
the interrupt service routine's address. CPU begins processing interrupt.

Y

The interrupt service routine sends an EOl command, causing the master
to clear its in-service bit.

<
-

\

(An interrupt return instruction is issued, ending the interrupt process. )

A2427-01

Figure 8-3. Interrupt Process — Master Request from Non-slave Source
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| Slave receives an interrupt request. |

| Slave sets the request's pending bit. |

(operating in

Is

Is special No fully nested mode)
requesto mask mode
enabled? enabled?

Y
Is
request
in-service higher
bit for this than any set
request in-service
set? bits?
NO |- Yes
|
Disable request by setting its mask

bit.

Y

Slave sends request to master.

Note:

See the "Interrupt Process - Master Request from Slave Source" figure for the continuation of this flow chart.

A2428-01

Figure 8-4. Interrupt Process — Slave Request
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| Master receives IR2 interrupt request. |

Y

| Master sets its IR2 pending bit. |

(operating in

Is Is master fully nested
Is special operating in No mode)
request mask mode special-full
- pecial-fully
enabled? enabled? nested
mode?

Is

the request request
IR2 in-service equal or higher higher level
bit than any set than any set

in-service
bits?

in-service

set?

Yes

| Master sends request to CPU. CPU initiates interrupt acknowledge cycle. |

Y

| Master clears IR2 pending bit and sets IR2 in-service bit. |

Y

Slave clears its pending bit, sets its in-service bit, and puts its interrupt
vector number on the bus.

The CPU uses its operating mode and the interrupt vector number to find
the interrupt service routine's address. The CPU processes the interrupt.
Interrupt routine sends an EOl command to the slave, clearing its IR2

in-service bit
Does
slave have No Interrupt routine sends an

) Other ) EOI command to the master|

in-service bits clearing its IR2 in-service bit)
set?

Yes [

( An interrupt return instruction is issued, ending the interrupt process. )

A2429-01

Figure 8-5. Interrupt Process — Master Request from Slave Source
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The interrupt’s priority structure determines which EOl command should be used. Use the spe-
cific EOl command for the special mask mode. In this mode, a lower-level interrupt can interrupt
the processing of a higher-level interrupt. The specific EOl command is necessary because it al-
lows you to specifically clear the lower level in-service bit.

The fully nested mode allows only interrupts of higher levels to interrupt the processiowef a
er-level interrupt. In this mode, the nonspecific EOl command automatically clears the in-service
bit for the current process (because it has the highest level).

Special-fully nested mode allows equal or higher level requests to interrupt the processing of oth-
er interrupts. For this mode, the nonspecific EOl command automatically clears the appropriate
in-service bit. However, when processing master IR2 interrupts, you must make sure all the slave
in-service bits are cleared before issuing the nonspecific EOl command to the master.

8.2.5 Poll Mode

The 82C59A modules can operate in a polling mode. Conventional polling requires the CPU to
check each peripheral device in the system periodically to see whether it requires servicing. With
the 82C59A’s polling mode, the CPU can determine whether any of the devices attached to the
82C59A require servicing by initiatintpe polling process. Thisiproves conveitnal polling
efficiency by allowing the CPU to poll only the 82C59A, not each of the devices connected to it.

The polling process takes the place of the standard interrupt process. In the standardargerrupt
cess, the master sends interrupt requests to the CPU. In the polling mode, you determine that there
is an interrupt request by reading the 82C59A’s poll status byte. The poll status byte indicates
whether the 82C59A requires servicing. If the 82C59A requires servicing, the poll status byte in-
dicates the highest-priority pending interrupt request.

Polling is always a two-step process: first a poll command is issued, then the poll status byte is
read. If an 82C59A receives an interrupt request before it was issued a poll command, it sets the
request’s in-service bit and configures the poll status byte to reflect the interrupt request. You

read the poll status byte to determine which device connected to the 82C59A requires servicing.
At the end of a request’s servicing, you must issue a command to clear the request’s in-service bit.

The polling mode allows you to expand the system’s external interrupt capability. Without poll-
ing, the system can have a maximum of 36 external interrupt sources. This is accomplished by
cascading four 82C59As to the mastéoigr external interuptpins. Using the polling mode, you

can increase the system’s interrupt capability by configuring more than four external 82C59As.
Since the polling mode doesn’t require that the additional 82C59As be cascaded from the master,
the number of interrupt request sources for a polled system is limited only by the number of
82C59As that the system can address.
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You can use polling and standard interrupt processing within thepragram. Systems that use
polling as the only method of device servicing must still fully initialize the 82C59A modules. Al-
so, the interrupt requests to the CPU must be disabled using the mask bits or the CLI instruction.

8.3 PROGRAMMING

The registers associated with the ICU consist of pin and signal configuration registers, initializa-
tion command words (ICWSs), operation command words (OCWSs), and status registers. The con-
figuration registers enable the external interrupt sources, the ICWs initialize the 82C59As during
system initialization, the OCWs modify an 8¥A’s operation during progragxecution, and

the status registers reflect pending and in-service interrligkde 8-2describes these registers

and the following sections contain bit descriptions for each register.

Table 8-2. ICU Registers

Expanded PC/AT

Address Address Function

Register

P3CFG F824H — Port 3 Configuration:

The INT3:0 signals are multiplexed with P3.5:2. This register

determines which signals are connected to the package pins.
When a P3.n signal rather than an INTn signal is connected to
a package pin, Vg4 is connected to the master’s IRn signal.

INTCFG F832H — Interrupt Configuration:

Determines the slave’s IR signal connections: Vgg or INT7; Vg
or INT6; SSIOINT or INT5; Vgg or INT4. Also enables the
master’s cascade bus (CAS2:0). When enabled, the cascade
signals appear on the A18:16 address lines during an interrupt
acknowledge cycle.

ICW1 (master) | FO20H 0020H Initialization Command Word 1:
ICWL1 (slave) FOAOH 00AOH

Determines whether interrupt request signals are level
sensitive or edge triggered.
ICW2 (master) | FO21H 0021H Initialization Command Word 2:

ICW2 (slave) FOA1H 00A1H Contains the base interrupt vector number for the 82C59A.
The base interrupt vector is the IR0 vector number, the base
plus one is the IR1 vector number, and so on.

ICW3 (master) | FO21H 0021H Initialization Command Word 3:

Identifies the master’s IR signals that are connected to slave
82C59A devices. The internal slave is connected to the
master’s IR2 signal. You can connect external slaves to the
master’s IR1, IR5, IR6, and IR7 signals.

ICW3 (slave) FOA1H 00A1H Initialization Command Word 3:

Indicates that the internal slave is cascaded from the master's
IR2 signal.

NOTE: All the master 82C59A registers are accessed through two expanded or PC/AT addresses; all the
slave registers are accessed through two expanded or PC/AT addresses. The order in which you
write or read these addresses along with certain register bit settings determines which register is
accessed.
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Table 8-2. ICU Registers (Continued)

Register Expanded PCIAT Function

9 Address Address

ICW4 (master) | FO21H 0021H Initialization Command Word 4:

ICW4 (slave) FOALH 00A1H Selects either special-fully nested or fully nested mode and
enables the automatic end-of-interrupt mode.

OCW1 (master) | FO21H 0021H Operation Command Word 1:

OCW1 (slave) | FOA1H 00A1H Masks (disables) individual interrupt request signals.

OCW?2 (master) | FO20H 0020H Operation Command Word 2:

OCW2 (slave) | FOAOH 00AOH Changes interrupt levels and sends end-of-interrupt
commands.

OCW3 (master) | FO20H 0020H Operation Command Word 3:

OCW3 (slave) | FOAOH 00AOH Enables special mask mode, issues the poll command, and
allows access to the interrupt request and in-service registers.

IRR (master) FO20H 0020H Interrupt Request:

IRR (slave) FOAOH 00AOH Indicates pending interrupt requests.

ISR (master) FO20H 0020H In-service:

ISR (slave) FOAOH 00AOH Indicates the interrupt requests that are currently being
serviced.

POLL (master) | FO21H 0021H Poll Status Byte:

POLL (slave) 00A1H 00A1H Indicates whether any of the devices connected to the 82C59A
require servicing. If the 82C59A requires servicing, this byte
indicates the highest-priority pending interrupt.

NOTE: All the master 82C59A registers are accessed through two expanded or PC/AT addresses; all the
slave registers are accessed through two expanded or PC/AT addresses. The order in which you
write or read these addresses along with certain register bit settings determines which register is
accessed.

To initialize the 82C59As, first globally disable all interrupts using the CLI command, then write
to the initialization command words. You must initialize both the master and the slave (either can
be initialized first). To initialize the master, write to its initialization command words in order
(ICW1, ICW2, ICW3, then ICW4). To initialize the slave, write to its initialization command
words in order (ICW1, ICW2, ICW3, then ICW4).
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8.3.1 Port 3 Configuration Register (P3CFG)

Use the P3CFG register to connect the interrupt request signals (INT3:0) to the package pins.
These signals are multiplexed with port 3 signals (P3.5:2). Connecting a port 3 signal to the pack-
age pin also connectsyyto the corresponding masts IR signal, disabling the signal.

Port 3 Configuration Expanded Addr:  F824H

P3CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
PM7 PM6 PM5 PM4 ‘ ‘ PM3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 PM7 Pin Mode:

Setting this bit connects COMCLK to the package pin. Clearing this bit
connects P3.7 the package pin.

6 PM6 Pin Mode:

Setting this bit connects PWRDOWN to the package pin. Clearing this bit
connects the P3.6 to the package pin.

5 PM5 Pin Mode:

Setting this bit connects INT3 to the package pin. Clearing this bit
connects P3.5 to the package pin and Vg to the master’s IR7 signal.

4 PM4 Pin Mode:

Setting this bit connects INT2 to the package pin. Clearing this bit
connects P3.4 to the package pin and Vg to the master’s IR6 signal.

3 PM3 Pin Mode:

Setting this bit connects INT1 to the package pin. Clearing this bit
connects P3.3 to the package pin and Vg to the master’s IR5 signal.

2 PM2 Pin Mode:

Setting this bit connects INTO to the package pin. Clearing this bit
connects P3.2 to the package pin and Vg to the master’s IR1 signal.

1 PM1 Pin Mode:

Setting this bit connects TMROUT1 to the package pin. Clearing this bit
connects P3.1 to the package pin.

0 PMO Pin Mode:

Setting this bit connects TMROUTO to the package pin. Clearing this bit
connects P3.0 to the package pin.

Figure 8-6. Port 3 Configuration Register (  P3CFG)
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8.3.2 Interrupt Configuration Register (INTCFG)

Use the INTCFG register to connect theINT7:4 interrupt request pins to the slave’s IR signals and
to enable the master’s external cascade signals. When enabled, the cascade signals appear on ac
dress lines A18:16 during interrupt acknowledge cycles. External slaves monitor these lines to
determine whether they are the addressed slave.

Interrupt Configuration Expanded Addr:  F832H

INTCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
CE — — — ‘ ‘ IR6 IR5 IR1 IRO
Bit Bit Function

Number Mnemonic
7 CE Cascade Enable:

Setting this bit enables the cascade signals, providing access to external
slave 82C59A devices. The cascade signals are used to address
specific slaves. If enabled, slave IDs appear on the A18:16 address lines
during interrupt acknowledge cycles.

6-4 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.

3 IR6 Internal Slave IR6 Connection:

Setting this bit connects the INT7 pin to the slave IR6 signal. Clearing
this bit connects V4 to the slave IR6 signal.

2 IR5 Internal Slave IR5 Connection:

Setting this bit connects the INT6 pin to the slave IR5 signal. Clearing
this bit connects V4 to the slave IR5 signal.

1 IR1 Internal Slave IR1 Connection:

Setting this bit connects the INT5 pin to the slave IR1 signal. Clearing
this bit connects the SSIO interrupt signal (SSIOINT) to the slave IR1
signal.

0 IRO Internal Slave IR0 Connection:

Setting this bit connects the INT4 pin to the slave IRO signal. Clearing
this bit connects V4 to the slave IR0 signal.

Figure 8-7. Interrupt Configuration Register (INTCFG)
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8.3.3 Initialization Command Word 1 (ICW1)
Initialization begins with writing ICW1. Use ICW1 to select the interrupt request triggering type
(level or edge). The following actions occur within an 82C59A module when its ICW1 is written:
* The interrupt mask register is cleared, enabling alting request signals.
* The IR7 signal is assigned the lowest interrupt level (default).

¢ Special mask mode is disabled.

Initialization Command Word 1 master slave

ICW1 (master and slave) Expanded Addr:  FO20H  FOAQH

(read/write) PC/AT Addr: 0020H  OOAOH

Reset State: XX XX

7 0
0 0 0 RSELL || s 0 0 1
Bit Bit Function

Number Mnemonic
7-5 — Write zero to these bits to guarantee device operation.
4 RSEL1 Register Select 1:

ICW1, OCW?2, and OCWS3 are accessed through the same addresses.
The state of the RSEL1 bit determines whether the ICW1 register is
accessed. Write one to this bit to access ICW1.

3 LS Level Sensitive:

Setting this bit selects level-sensitive IR input signals. Clearing this bit
selects edge-triggered IR input signals.

All of the internal peripherals interface with the 82C59As in edge-
triggered mode. This is compatible with the PC/AT bus specification.
Each source signal initiates an interrupt request by making a low-to-high
transition. (If your system uses the internal peripherals that are
connected to the 82C59A, you must use edge-triggered interrupts for
that module.)

2-1 — Write zero to these bits to guarantee device operation.

— Write one to this bit to guarantee device operation.

Figure 8-8. Initialization Command Word 1 Register (ICW1)
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8.3.4 Initialization Command Word 2 (ICW2)

Use the ICW2 register to define the base interrupt vector for the 82C59A. Valid vector numbers
for maskable interrupts range from 32 to 255. Because the base vector number must reside on an
8-byte boundary, the validase vector numbers are 321« 8 wheren = 0 — 27. Write the base
interrupt vector’s five most-significant bits to ICW2's five most-significant bits.82&9 deter-

mines specific IR signal vector numbers by adding the number of the IR signal to the base inter-
rupt vector.

Initialization Command Word 2 master slave
ICW2 (master and slave) Expanded Addr:  F021H  FOA1H
(read/write) PC/AT Addr: 0021H  O0OA1H
Reset State: XX XX
7 0
7 6 T5 T4 || T3 0 0 0
Bit Bit )
Number Mnemonic Function
7-3 T7:3 Base Interrupt Type:
Write these bits with the base interrupt vector’s five most-significant bits.
2-0 T2:0 Write zero to these bits.

Figure 8-9. Initialization Command Word 2 Register (ICW2)
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8.3.5 Initialization Command Word 3 (ICW3)

The ICW3 register contains information about the master/slave connections. For this reason, the
functions of the master’'s ICW3 and the slave’s ICW3 differ.

ICW3 (at FO21H or 0021H) is the master cascade configuration redgigjaré 8-10. The mas-

ter has an internal slave cascaded from its IR2 signal. You can cascade additional slaves from the
master’'s IR7, IR6, IR5, and IR1 signals. Setting a bit indicates that a slave 82C59A is cascaded
from the corresponding master’s IR signal. Since the interaa $ cascaded from the master’s

IR2 signal, you must set the S2 bit.

Initialization Command Word 3 Expanded Addr:  FO021H

ICW3 (master) PC/AT Addr: 0021H

(read/write) Reset State: XX

7 0
s7 S6 S5 o || o S2 s1 0
Bit Bit Function

Number Mnemonic
7-5 S75 Slave IRs

Each bit corresponds to the IR signal of the same number. Setting an
S7:5 bit indicates that a slave 82C59A is attached to the corresponding

IR signal.
4-3 — Write zero to these bits to guarantee device operation.
S2 Write a one this bit because the internal slave is cascaded from the
master’'s IR2 signal.
1 S1 Slave IRs

This bit corresponds to the IR1 signal. Setting this bit indicates that a
slave 82C59A is attached to the corresponding IR signal.

0 — Write zero to this bit to guarantee device operation.

Figure 8-10. Initialization Command Word 3 Register (ICW3 — Master)
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ICW3 (at FOA1H or 00A1H) is the internal slave ID registég(re 8-1). Use this register to
indicate that the slave is cascaded from the master's IR2 signal. This gives the internal slave an
ID of 2. Slave devices use the IDs to determine whether they are the addressed slave. During a
slave access, the slave’s ID is driven on the master’s CAS2:0 signals. If these signals are enabled
(INTCFG.7 = 1), they appear on the A18:16 address lines.

Initialization Command Word 3 Expanded Addr:  FOA1H
ICW3 (slave) PC/AT Addr: 00A1H
(read/write) Reset State: XX
7 0
0 0 0 o || o ID2 ID1 IDO
Bit Bit Function
Number Mnemonic
7-3 — Write zero to these bits to guarantee device operation.
2-0 ID2:0 Slave ID:
Write the number of the master’s IR signal that this slave is cascaded
from. Since the internal slave is cascaded from the master’s IR2
signal, write 02H to this register.

Figure 8-11. Initialization Command Word 3 Register (ICW3 — Slave)
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8.3.6 Initialization Command Word 4 (ICW4)

Use ICW4 to select special-fully nested mode or fully nested mode and to enable the automatic
EOI mode.

Initialization Command Word 4 master slave

ICW4 (master and slave) Expanded Addr:  F021H  FOA1H

(read/write) PC/AT Addr: 0021H  O0OA1H

Reset State: XX XX

7 0
0 0 0 SN || o 0 AEOI 1
Bit Bit )

Number Mnemonic Function
7-5 — Write zero to these bits to guarantee device operation.
4 SFNM Special-fully Nested Mode:

Setting this bit selects special-fully nested mode. Clearing this bit selects
fully nested mode. Only the master 82C59A can operate in special-fully
nested mode.

3-2 — Write zero to these bits to guarantee device operation.

AEOI Automatic EOI Mode:

Setting this bit enables automatic EOl mode. Only the master 82C59A
can operate in automatic EOI mode.

0 — Write one to this bit to guarantee device operation.

Figure 8-12. Initialization Command Word 4 Register (ICW4)
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8.3.7 Operation Command Word 1 (OCW1)

OCWL1 is the interupt maskregister. Setting a bit in the interrupt mask register disables (masks)
interrupts from the corresponding IR signal. For example, setting the master's OCW1 M3 bit dis-
ables interrupts from the master IR3 signal. Clearing a bit in the interrupt mask register enables
interrupts from the corresponding IR signal.

Operation Command Word 1 master slave
OCW1 (master and slave) Expanded Addr:  F021H  FOA1H
(read/write) PC/AT Addr: 0021H  O0OA1H
Reset State: XX XX
7 0
M7 M6 M5 ma || w3 M2 M1 MO
Bit Bit )
Number Mnemonic Function
7-0 M7:0 Mask IR:
Setting an M7:0 bit disables interrupts on the corresponding IR signals.
Clearing an M7:0 bit enables interrupts on the corresponding IR signals.

Figure 8-13. Operation Command Word 1 (OCW1)
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8.3.8 Operation Command Word 2 (OCW2)

Use OCW?2 to change the priority structure and issue EOl commands.

Operation Command Word 2 master slave
OCW?2 (master and slave) Expanded Addr:  FO20H  FOAQH
(read/write) PC/AT Addr: 0020H  OOAOH
Reset State: XX XX
7 0
R SL EOI RSELL || RSELO L2 L1 LO
Bit Bit )
Number Mnemonic Function
7 R The Rotate (R), Specific Level (SL), and End-of-Interrupt (EOI) Bits:
SL These bits change the priority structure and/or send an EOl command.
5 EOI R SLEOI Command
00O Cancel automatic rotation*
001 Send a nonspecific EOl command
010 No operation
011 Send a specific EOl command**
100 Enable automatic rotation*
101 Enable automatic rotation and send a nonspecific EOI
110 Initiate specific rotation**
111 Initiate specific rotation and send a specific EOI**
*  These cases allow you to change the priority structure while the
82C59A is operating in the automatic EOI mode.
**  The L2:0 bits specify the specific level for these cases.
4-3 RSEL1:0 Register Select Bits:
ICW1, OCW2 and OCWS3 are accessed through the same addresses.
The states of RSEL1:0 determine which register is accessed. Write 00
to these bits to access OCW2.
RSEL1 RSELO
1 X ICwW1
0 0 OoCcw2
0 1 OoCcws3
2-0 L2:0 IR Level:
When you program bits 7-5 to initiate specific rotation, these bits specify
the IR signal that will be assigned the lowest level.
When you program bits 7-5 to send a specific EOl command, these bits
specify the IR signal that will be sent the EOl command.

Figure 8-14. Operation Command Word 2 (OCW?2)
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8.3.9 Operation Command Word 3 (OCW3)

Use OCWS3 to enable the special mask mode, issue a poll command, and provide access to the
interrupt in-service and request registers (ISR, IRR).

Operation Command Word 3 master slave
OCW3 (master and slave) Expanded Addr:  FO20H  FOAQH
(read/write) PC/AT Addr: 0020H  OOAOH
Reset State: XX XX
7 0
0 ESMM SMM RSEL1 ‘ ‘ RSELO POLL ENRR RDSEL
Bit Bit .
Number Mnemonic Function
7 — Write zero to this bit to guarantee device operation.
ESMM Enable Special Mask Mode (ESMM) and Special Mask Mode (SMM):
5 SMM Use these bits to enable or disable special mask mode.
ESMM  SMM
0 0 No action
0 1 No action
1 0 Disable special mask mode
1 1 Enable special mask mode
4-3 RSEL1:0 Register Select:

ICW1, OCW2 and OCWS3 are accessed through the same addresses.
The states of RSEL1:0 determine which register is accessed. Write 01
to these bits to access OCW3.

RSEL1 RSELO

1 X ICW1
0 0 OoCcw2
0 1 oCcw3
2 POLL Poll Command:
Set this hit to issue a poll command, initiating the polling process.
ENRR Enable Register Read Select (ENRR) and Read Register Select
(RDSEL):

0 RDSEL ’ ) _ _ .
These bits select which register is read during the next FO20H and

FOAOH (or PC/AT address 0020H, 00AOH) access.
ENRR RDSEL Register Read on Next Read Pulse

0 0 No action

0 1 No action

1 0 Interrupt Request Register
1 1 In-service Register

Figure 8-15. Operation Command Word 3 (OCW3)
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8.3.10 Poll Status Byte (POLL)

Read the poll status byte after issuing a poll command to determine whether any of the devices
connected to the 82C59A require servicing.

Poll Status Byte master slave

POLL (master and slave) Expanded Addr:  F021H  FOA1H

(read only) PC/AT Addr: 0021H  O0OA1H

Reset State: XX XX

7 0
INT — — - || = L2 L1 LO
Bit Bit )

Number Mnemonic Function
7 INT Interrupt Pending:

When set, this bit indicates that a device attached to the 82C59A
requires servicing.

6-3 — Reserved. These bits are undefined.

2-0 L2:0 Interrupt Request Level:

When bit 7 is set, these bits indicate the highest-priority IR signal that
requires servicing. When bit 7 is clear, indicating that the device does
not require servicing, these bits are indeterminate.

Figure 8-16. Poll Status Byte (POLL)

8.3.11 Programming Considerations

Consider the following when programming the ICU.

* When an 82C59A receives an interrupt request, it sets the request’s pending bit (regardless
of whether the IR signal is masked). The pending bit remains set until the interrupt is
serviced or you read the interrupt request register. Therefore, before unmasking an IR
signal, read the interrupt request register to clear pending interrupts.

* In special-fully nested mode, care must be taken when processing interrupt requests from
the master’s internal cascade signal (IR2). At the end of the slave’s interrupt service routine,
first issue a nonspecific EOI to the slave. Before issuing a nonspecific EOl command to the
master, make sure that the slave has no other in-service bits set.

¢ Systems that use polling as the only method of device servicing must still fully initialize the
82C59A modules. Also, the interrupt requests to the CPU must be disabledhasingsk
bits or the CLI instruction.
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8.4 DESIGN CONSIDERATIONS

The following sections discuss some design considerations.

8.4.1 Interrupt Acknowledge Cycle

When the CPU receives an interrupt request from the master, it completes the instruction in
progress and any succeeding locked instructions, then initiates an interrupt acknowledge cycle.
The interrupt acknowledge cycle generates an internal interrupt acknowledge (INTA#) signal that
consists of two locked pulse&igure 8-17F. This INTA# signal is connected to the internal
82C59A interrupt acknowledge inputs. On the first INTA# falling edge, the 82C59A clears its
interrupt pending bit and sets its im@pt in-ervice bit. On the second INTA# falling edge, the
addressed 82C59A (determined by the master’s cascade signals) drives the interrupt vector num-
ber on the data bus.

INTA# \ / \ /

Data Bus < valid >—
Vector Number

Figure 8-17. Interrupt Acknowledge Cycle

A2430-01

When cascading additional 82C59As, the system must generate external INTA# signals. This re-
quires a state machine that can decode processor bus cycles, determine wieeruphrequest

is external, insert wait states, and generate ready signals. The bus cycle signals, M/IO#, D/C#, and
W/R#, indicate the type of bus cycle. An interrupt bus cycle is determined by the following equa-
tion.

INTA_BUS_CYCLE = M/IO# « D/IC# * W/R#

The cascade signals indicate whether an interrupt request is internal or external. External slaves
can be cascaded from the master’s external device pins, INT3, INT2, INT1, and INTO. These pins

are connected, respectively, to the master IR signals, IR1, IR5, IR6, and IR7. When the master
receives a request, it puts the line number of the request on its cascade signals, CAS2:0. When
enabled, CAS2:0 appear on the A18:16 address lines. (INTCFG.7 = 1 enables CAS2:0.) Use the
following equations to determine whether a request is external.

SLAVE_IR1 = CAS2 « CAS1 « CASO
SLAVE_IR5 = CAS2 « CAS1 « CASO
SLAVE_IR6 = CAS2 « CAS1 « CASO
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SLAVE_IR7 = CAS2 « CAS1 « CASO

EXTERNAL_REQUEST = SLAVE_IR1 + SLAVE_IR5 + SLAVE_IR6 + SLAVE_IR7

The state machine should generate an external INTA# signal when the INTA_BUS_CYCLE and
the EXTERNAL_REQUEST conditions are met. Refer to83€59A CHMOS Programmable
Interrupt Controllerdata sheet (order number 231201)tf@ INTA# timing specifications.

EXT_INTA = INTA_BUS_CYCLE « EXTERNAL_REQUEST » A2

8.4.2 Interrupt Detection

The processing of an interrupt begins witik assertion of an iatrupt request on one of the IR
signals. During systeimnitialization, you can grgram the IR signals, as a group, to be either edge
triggered or level sensitive.

Edge triggering means that the 82C59A will recognize a rising edge transition on an IR signal as
an interrupt request. A device requesting service must maintain a high state on an IR signal until
after the falling edge of the first INTA# pulse. You can reset the edge-detection dirdoi
initialization of the 82C59A or by deasserting the IR signal. To reset the edge-detection circuit
properly, the interrupt source must hold the IR line low for a minimum timgl Unless it

meets the J| jy specification, further interrupts will not be recognized from the interrupt source.
Refer to the82C59A CHMOS Programmable Interrupt Controlidata sheet (order number
231201) for the J; j4 specification.

Level sensitive means that the 82C59A will recognize a high value on an IR line as an interrupt
request. A device must maintain the high value until after the falling edge of the first INTA#
pulse. Unlike an edge-triggered IR signal, a level-sensitive IR signal will continue to generate in-
terrupts as long as it is asserted. To avoid continuous interrupts from the same source, a device
must deassert a level-sensitive IR signal before the interrupt handler isserd-afinterrupt
command.

All of the internal peripherals interface with the 82C59As in edge-triggered mode. This is com-
patible with the PC/AT bus specification. Each source signal initiates an interrupt by making a
low-to-high transition.

ERRATA (3/28/95)
In Section 8.4.2, text contains three references to T\g_y; these now correctly refer to Ty _jn.
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8.4.3  Spurious Interrupts

intel.

For both edge-triggered and level-sensitive interrupts, a high value must be maintained on the IR
line until after the falling edge of the first INTA# pulse ($égure 8-18. A spurious interrupt
request will be generated if this stipulation is not met. A spurious interrupt on any IR line gener-

ates the same vector number as an IR7 request. The spurious interrupt, however, does not set the

in-service bit for IR7. Therefore, an IR7 interrupt service routine must check the in-service reg-
ister to determine whether the interrupt source was a valid IR7 (the in-service bit is set) or a spu-
rious interrupt (the in-service bit is cleared).

IR (Spurious) \

INTA# \ / \ /

IR (Valid) \

x IR sampled on this edge.

A2431-01

Figure 8-18. Spurious Interrupts

8.4.4 Interrupt Timing

When dealing with the ICU, there are three important timing values: interrupt resolution time, in-
terrupt latency, and interrupt response time.

Interrupt Resolution Time (T ges)

Interrupt Latency

Interrupt Response Time

8-28

the delay between the time that an internal 82C59A
receives an interrupt request and the time that it
presents the request to the CPU.

An interrupt request on the slave 82C59A module
must travelthrough two 82C59Aunits (the slave and
the master) and therefore has twice the interrupt
resolution time ( Tgeg)-

the delay between the time that the master presents an
interrupt request to the CPU and the time that the
interrupt acknowledge cycle begins.

the amount of time necessary to complete the
interrupt acknowledge cycle and transfer program
control to the interrupt service routine.
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CHAPTER 9
TIMER/COUNTER UNIT

The timer/counter unit (TCU) has the same basic functionality as the industry-standard 82C54
counter/timer. It contains three independEsHbit downcounters, which can be driven by a pres-
caled value of the processor clock or an external device. The counters contain two count formats
(binary and BCD) and six different operating modes, two of which are periodic. Both hardware
and software triggered modes exist, providing for internal or external control. The counter’s out-
put signals can appear at device pins, generate interrupt requests, and initiate DMA transactions.

This chapter is organized as follows:
* Overview
* TCU operation

* Programming

9.1 OVERVIEW

The TCU contains control logic and three independent 16-bit down couRiguse(9-). Each
counter has two input signals and one output signal. You can independently connect each
counter’s clock input (CLKIN) signal to either the internal prescaled clock (PSCLK) signal or
the external timer clock (TMRCLH pin. This allows you to use either a prescaled value of the
processor’s internal clock or an external device to drive each counter.

Each counter has a gate (GATW)Enput signal. This signal provides counter operation control. In
some of the counter operating modes, a high level on a counter’s icé\Jal enables or re-

sumes counting and a low level disables or suspends counting. In other modes, a rising edge on
GATEnN loads a new count value. You can independently connect each counter'snGign&l

to either \/; or the external timer gate (TMRGATEpiIn.

Each counter contains an output signal called @Wlou can independently connect these sig-
nals to the external timer clock output (TMROf) pins. OUT1, OUT2, and OUT3 are routed to
the interrupt control unit. OUT1 is also routed to DMA channel 0 and OUT2 is also routed to
DMA channel 1. Therefore, the OWBignals can drive external devices, generaterinpé re-
guests, or initiate DMA transactions.

Each counter operates independently. There are six different counting modes available and two
count formats: binary (16 bits) or BCD (4 decades). Each operating mode allows you to program
the counter with an initial count and to change this value “on the fly.” You can determine the
count and status of each counter without disturbing its current operation.
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CLKINO —>»

GATEQ —>»

CLKIN1 —>»

GATE1 —>

CLKIN2 —>»

GATE2 —>

Control Logic

SO0 ~un< W

Counter 0

w

il

7]

—

Counter 1 K

I

—

Counter 2

|

—K OouTo
u To ICU (Master IRO)

ouT1
To ICU (Slave IR2)
To DMA ChO MUX

ouT2
To ICU (Slave IR3)
To DMA Ch1 MUX

A2408-01

9.1.1

Figure 9-1. Timer/Counter Unit Block Diagram

TCU Signals and Registers

Table 9-1andTable 9-2lists the signals and registers associated with the TCU.

Table 9-1. TCU Signals

Signal

Device Pin or
Internal Signal

Description

PSCLK

Internal signal

Prescaled Clock:

One of two possible connections for the counter's CLKINn signal.
PSCLK is an internal signal that is a prescaled value of the processor
internal clock. The clock and power management unit contains a
programmable divider that determines the PSCLK frequency. See
Chapter 6, “Clock and Power Management Unit,” for information on how

to program PSCLK'’s frequency.
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Table 9-1. TCU Signals (Continued)

Signal Device Pin or Description
9 Internal Signal P

TMRCLKO Device pin Timer Clock Input:

TMRCLK1 One of two possible connections for the counter's CLKINn signal. You

TMRCLK2 can drive a counter with an external clock source by connecting the

clock source to the counter's TMRCLKn pin.

TMRGATE | Device pin Timer Gate Input:

0 This input can be connected to the counter's GATEn input to control the

TMRGATE counter’s operation. In some of the counter’s operating modes, a high

1 level on GATEn enables or resumes counting, while a low level disables

TMRGATE or suspends counting. In other modes, a rising edge on GATEn loads a

2 new count value.

TMROUTO | Device pin Timer Output:

TMROUT1 The counter's OUTn signal can be connected to this pin. The form of the

TMROUT2 output depends on the counter’s operating mode.
Table 9-2. TCU Registers

. Expanded PC/AT )

Register Address Address Function

P3CFG F824H — Peripheral Pin Selections:

PINCFG F826H These registers determine whether a counter’s input and output
signals are connected to package pins.

TMRCFG | F834H — Timer Configuration:
Enables the counter’s CLKINn input signal, selects the CLKINn
connection (PSCLK or TMRCLKn) for each counter, and connects
either TMRGATER or V. to each counter’'s GATEn input signal.

TMRCON | FO43H 0043H TMRCON has three formats: control word, counter-latch, and read-

back. When writing to TMRCON, certain bit settings determine
which format is accessed.

Control Word Format.

Programs a specific counter. Selects a counter’'s operating mode
and count format. After programming a counter, you can write a
count value to the counter's TMRn register at any time.

Counter-latch Format.

Issues a counter-latch command to a specific counter. The counter-
latch command allows you to latch the count of a specified counter.
After issuing a counter-latch command, you can check the counter’'s
count by reading the counter's TMRn register.

Read-back Format:

Issues a read-back command to one or more counters. The read-
back command allows you to latch the count and status of one or
more counters. After issuing the read-back command, you can
check the counter’s status by reading the counter's TMRn register.
After checking a counter’s status, you can read the counter's TMRn
register again to check its count.
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Table 9-2. TCU Registers (Continued)

Expanded PC/AT

Register Address Address Function

TMRO FO40H 0040H Status Format:

TMR1 FO41H 0041H Read this register after issuing a read-back command to check
TMR2 F042H 0042H counter n's status. Reading TMRn again accesses its read format.

Read Format.
Read this register to check counter n's count value.

Write Format.
Write this register at any time after initializing counter n to change
the counter’s count value.

9.2 TCU OPERATION

Each counter is capable of operating in any one of the six operating modes. In all modes, the
counters decrement on the rising edge of clock. In modes 0, 1, 4, and 5, the counters roll over to
the highest count, either FFFFH for binary counting or 9999 for BCD counting, and continue
counting down. Modes 2 and 3 are periodic modes. In these modes, when the counter reaches zerc
it is reloaded with the currently programmed count value.

To specify a counter’s operating mode, write to the TMRCON register’s control word format.
Writing to this register initiates counting. To specify a count, write to the counter’ hT&ifis-

ter's write format. In modes 0 and 4, the count is loaded on the falling edge of @LMbdes

1 and 5 require a rising edge on a counter’s GA3ignal (or gate-trigger) to load the count. In
modes 2 and 3, the count is loaded when the counter reaches zero or when the counter receives ¢
gate-trigger, whichever is first.
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The GATEn signal affects the counting operation for each mode differemtplé 9-3. For

modes 0, 2, 3, and 4, GATHs level sensitive. In these modes, for counting to begin GATE

must be high. During a counting sequence, a low level on GAsLiEpends counting, while a

high level on GAT resumes counting. For modes 1, 2, 3, and 5, GA§Edge sensitive. In

these modes, a gate-trigger causes the counter to load new count values. For level-sensitive ac-
tions, GATHEn is always sampled on the rising edge of CLKhd the action occurs on the next
CLKINnN falling edge. A rising edge on GATEhat occurs between two rising CLKiNdges is
recognized as a gate-trigger.

Table 9-3. Operations Caused by GATE n

Operating Modes Gate-trigger Low Level on GATE n High Level on GATE n
Oand 4 — Disables or suspends counting | Enables or resumes counting
land5 Loads count value | — —
2and 3 Loads count value | Disables or suspends counting | Enables or resumes counting

NOTE: A gate-trigger is a rising edge on GATEn that occurs between two rising CLKINn edges. The
operation caused by a gate-trigger occurs on the falling CLKINn pulse following the trigger.

The following sections describe each mode.
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9.2.1 Mode 0 — Interrupt on Terminal Count

This mode allows you to generate a rising edge on a counter’s 8ighfal. Initializing a counter

for mode O resets the counter’s Ot3ignal and initiates counting. When the counter reaches
zero (orterminal count, OUTn is set. At this point, the counter rolls over and continues counting
with OUTnh high. OUTh stays high and theounter keeps counting down and rolling over until a
new count is written or you reprogram the counter. You can write a new cadinet ¢counter at

any time to reset OUTand start a new counting sequence. Writing a new control word repro-
grams the counter.

Mode O’s basic operation is outlined below and showfigure 9-2

1. After a control word write, OUTis reset.

2. Onthe CLKIN pulse following a count write, the count is loaded.
3. On each succeeding CLKihN\pulse, the count is decremented.
4

When the count reaches zero, QT set.

Writing a count of N causes a rising edge on QUTN + 1 CLKINn pulses (provided GATIE
remains high).

Writes to
Counter n
CLKINn

GATEn l | l l l l ‘ l

I I I I I I I I

I I I I I y - -

OUTn | | | | | | I | |

— —_ . . . . . h I I

| | | | | | | | | |

| | | | \/ | | | | | |

count | 2 | 2 | 2 | 2 [ooo4 | 0003 | 0002 | ooo1 | 0ooo | FFFF | FFFE
A2311-01

Figure 9-2. Mode 0 — Basic Operation
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Figure 9-3shows suspending the counting sequence. A low level on BA#kses the counter
to suspend counting (both the state of @Wihd the count remain unchanged). A high level on
GATEnN resumes counting.

Writes to S—\ ' l
Counter n !
| |

CLKIN "\_/_\_/ﬁ_/_\_/_\_/_\_ﬂ_/?b_/_\_f
l
GATEn |
l
ouTn [ 1
‘ l

Count . . . . 0001 | 0000 | FFFF

A2394-01

Figure 9-3. Mode 0 — Disabl ing the Count

Figure 9-4shows writing a new count before the current count reaches zero. The counter loads
the new count on the CLKINpulse after you write it, then decrements this new count on each
succeeding CLKINM pulse. OUT remains low until the new count reaches zero.

Control _
Word = 10H  Count=3 Count =2

Writes to
Counter n

|
CLKINR $\_/_\_/?>_/_\_/_\_PL/_\_/?_/_\_T

GATEn

OUTn

Count | * - - . 0001 | 0000 | FFFF

A2395-01

Figure 9-4. Mode 0 — Writing a New Count
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9.2.2 Mode 1 — Hardware Retriggerable One-shot

This mode is similar to mode 0; it allows you to generate a rising edge on a countensiQUT
nal. Unlike mode 0, however, the counter waits for a gate-trigger before loading the count and
resetting its OUM signal. When the counter reaches zero, @dTBet. At this point, the counter
rolls over and continues counting with OlJfiigh. OUTh stays high and keeps countidgwn
and rolling over until the counter receives another gate-trigger or you reprogram it. You can re-
trigger the one-shot at any time with a gate-trigger, causing the counter to reload the count and
reset OUT. Writing a new control word to the counter reprograms it.
Mode 1's basic operation is outlined below and showfigure 9-5

1. After a control word write, OUTis set.

2. Onthe CLKINM pulse following a gate-trigger, the count is loaded and DigTeset.
3. On each succeeding CLKiNpulse, the count is decremented.
4

When the count reaches zero, Gl set.

Writing a count of N causes a rising edge on @QUTN CLKINnN pulses.

Control

Word =12 Count =3
Writes to | 5“\ | [
Counter n

CLKINn

¢) w

| |
: : | | | | |
cont 2 | 2 | 2] 2| » |/0003| 0002 | 0001 | 0000 | FFFF | 0003 | 0002

A2312-01

Figure 9-5. Mode 1 — Basic Operation

9-8



Int9I® TIMER/COUNTER UNIT

Figure 9-6shows retriggering the one-shot. On thHeK@\ n pulse following the retrigger, the
counter reloads the count. The control logic then decrements the count on each succeeding
CLKINnN pulse; OUT remains low until the count reaches zero.

Control
Word = 12H
Writes to
Counter n _\

—

CLKINn

|
-
|
I
I
I
|
I
|

RN Ep R .

—
I I I
2 | 2 | 2 003| 0002 |0001 0003 | 0002 | 0001 |oooo

A2396-01

Figure 9-6. Mode 1 — Retriggering the One-shot

Figure 9-7shows writing a new count. The counter waits for a gate-trigger to load the new count.
The counter loads the new count on the CLKpJIse following the trigger, then decrements the
count on each succeeding CLKiNulse. OUT remains low until the count reaches zero.

Control _
Word = 124~ Count =2 Count =4

Writes to ‘/¢—$ S—‘—\ ‘ /—‘—‘—\_l_l . . . . .
Counter n _\ : 1 : ‘ : : : : :
| | | | | |

| | | | | |

CLKINn

|
— —
1
L
1
|

I
I
l
FEFF | FeFe Y0004 |ooo3

A2397-01

Figure 9-7. Mode 1 — Writing a New Count
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9.2.3 Mode 2 — Rate Generator

In this periodic mode, a counter's Obignal remains high until the count reaches one, then
goes low for one clock pulse. At this point, OtJgoes high and the count is reloaded. The cycle
then repeats. You can use a gate-trigger to reload the count at any timgrovidss a way to
synchronize the counting cycle. A high level on a counter's GAJignal enables counting; a

low

level on a counter's GATiEsignal disables counting.

Mode 2's basic operation is outlined below and showFigre 9-8

1.

o g &~ w

After a control word write, OUTis set.

On the CLKIN pulse following a gate-trigger or when the count reaches zero, the count is
loaded.

On each succeeding CLKfNpulse, the count is decremented.
When the count reaches one, Q13 reset.
On the following CLKIN pulse, OUT is set and the count is reloaded.

The process is repeated from step 3.

Control
Word= 144 COUNt=3

Wri ' ' ‘ ‘ ‘ ‘ ‘
Juesto -\ g5 T T T T

CLKINn ! ! ! ‘ ! ‘ | ! ! ! 1

GATEn

OUTn

Count

A2313-01
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Figure 9-8. Mode 2 — Basic Operation
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Figure 9-9shows suspending the counting sequence. A low level on BAakses the counter
to suspend counting. The count remains unchanged and @tiiediately goes (or stays) high.
A high level on GATEB resumes counting.

Control _
Word = 144  Count=3

CV(\)ILI:]?:rt(;) _\ : /4; 1 \ : I | | | | | | | |

CLKINn I | I I | | I I I I |
| | | | | | |
GATEn l / l | l \ l
( | | | | | |
)\ | | | | | |
ouUTn | | 1 1 1 1 1 1
| | | | | | | | |
| | | | | | | | | |
comt 2 | 2 | 2 | 2 Y ooo3| oooz | ooz [46003| 000z | 000z Phoos

A2398-01

Figure 9-9. Mode 2 — Disabling the Count

Figure9-10shows writing a new count. The counter loads the new count when the counter reach-
es zero. If the counter receives a gate-trigger after a new count was written to it, the counter loads
the new count on the next CLKiNoulse. This allows GATiEto synchronize the counters.

Control
Word = 14H

Writes to ‘/Fs‘y—\ ‘ !
Counter n _\ ‘ 1 ‘/ 1 1 \_l_/ 1 1 1 : :

CLKINn | I I I I I I I I I I

Count=4 Count=5

GATEn

OUTn

I
I
I
I
0004 | 0003 |

Ceount 0001 0005

A2399-01

Figure 9-10. Mode 2 — Writing a New Count
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9.2.4 Mode 3 - Square Wave

In this periodic mode, a counter's Ob$ignal remains high for half a specified count, then goes
low for the remainder of the count. A count of N results in a square wave with a period of N
CLKINnN pulses. A high level on a counter’'s GATEignal enables counting; a low level on a
counter's GATH signal disables counting. The output produced by a counter'sx\@idgmal de-
pends on whether a count is odd or even. Mode 3’s basic operation for even and odd counts is
outlined below and shown Figure 9-11andFigure 9-12
Even count basic operation.

1. After a control word write, OUTis set.

2. Onthe CLKIN pulse following a gate-trigger or when the count reaches zero, the count is
loaded.

On each succeeding CLKiN\pulse, the count is decremented by two.
When the count reaches zero, @Ud reset and the count is reloaded.
On each succeeding CLKibulse, the count is decremented be two.

When the count reaches zero, @F set and the count is reloaded.

N o M w

The process is repeated from step 3.

Control
Word = 16H

Writes to : : ‘
Counter n I I I I | |
I

| 1
CLKINN ‘ ‘
I I I I I I I I I I I

Count=4

I
I I
I I I
I I I
Count ? | ? | ? | ? |0004|0002 0004'0002

A2314-01

Figure 9-11. Mode 3 — Basic Operation (Even Count)

Odd count basic operation.
1. After a control word write, OUT is set.

2. On the CLKIN pulse following a gate-trigger or when the count rolls ogegnt minus
one is loaded.
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3. On each succeeding CLKf\pulse, the count is decremented by two.

4. When the count rolls over, OWTs reset and the count minus one is loaded. (This causes
OUTn to stay high for one more CLKINpulse than it stays low.)

5. On each succeeding CLKiN\pulse, the count is decremented by two.
6. When the count reaches zero, @lU3 set and the count minus one is loaded.

7. The process is repeated from step 3.

Control
Word = 16H

Writes to
Counter n

Count=5

C

| |

| | | | | | | |
Count ? | ? | ? | ? |OOO4|0002|OOOO OOO4|0002|0004|0002|0000 0004|0002|

A2400-01

Figure 9-12. Mode 3 — Basic Operation (Odd Count)
For an even count of N, OUiTremains high for N/2 counts and low for N/2 counts (provided

GATEnN remains high). For an odd count of N, OtufEmains high for (N + 1)/2 counts and low
for (N — 1)/2 counts (provided GATEemains high).
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Figure 9-13shows suspending the counting sequence. A low level on GAdEses the counter
to set OUh and suspend counting. A high level on GAiltesumes counting.

Control _
Word=16H  CoUnt=4

Writes to _\——/'sg" | ' ! !
Counter n I I
| | |
\
CLKINN ’ & ’E \ ‘

GATEn | )\ | | | | |
T AT L
—— ¢
OUTn _lfs)\ | | | | | |
| | | | | | | N
| | | | | | | | |
I I I I I I I I I I I I
cont 2 | 2 | 2 | 2 |ooo4|o00z 0004|0002 | 0002] 0002] 0004 | 0002 ooo4|oooz|

A2401-01

Figure 9-13. Mode 3 — Disabling the Count

Figure9-14andFigure9-15shows writing a new count. If the counter receives a gate-trigger after
writing a newcount but before the end of the current half-cycle, the count is loaded on the next

CLKINnN pulse and counting continues from the new cobigure 9-14. Otherwise, the new
count is loaded at the end of the current half-cy€igure 9-15.

Control
Count=8 Count =10
Word = 16H
Writes to I I !
e\ PN T
I I I I I I I I I I I I I
| |
CLKINn ‘ ‘

GATEn !

_ <
OUTn w] >5

| ((\ | | | | | | | | | | |
?2
1
1

|

|

1

1 1
count ? | 2| 2

A2407-01

Figure 9-14. Mode 3 — Writing a New Count (With a Trigger)
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Control Count=4 Count=8
Word = 16H

Writes to I ! I
Countern .77\ o
I

| | |
CLKINn ‘
¢ l\ | | | | | | | | |

I

GATEn | 7
I

OUTn w ] 5
I

Count ? | ?

—_— N -

A2406-01

Figure 9-15. Mode 3 — Writing a New Count (Without a Trigger)
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9.2.5 Mode 4 — Software-triggered Strobe

Initializing a counter for mode 4 sets the counter’'s @Wihnal and initiates counting. A count

is loaded on the CLKIN pulse following a count write. When tleeunter reaches zero, O0T
strobes low for one clock pulse. The counter then rolls over and continues counting, but will not
strobe low when it reaches zero. The counter strobes low onfiygheme it reaches zero after

a count write. A high level on a counter's GATEignal enables counting; a low level on a
counter's GATH signal disables counting.

Mode 4's basic operation is outlined below and showFiguire 9-16
1. After a control word write, OUT is set.

On the CLKIN pulse following the count write, the count is loaded.

2
3. On each succeeding CLKiN\pulse, the count is decremented.
4. When the count reaches zero, Qg reset.

5

On the following CLKIN pulse, OUT is set.

Writing a count of N causes OWTo strobe low in N + 1 CLKIN pulses. OUT remains low
for one CLKINn pulse, then goes high (provided GATEmains high).

Control
Word =181~ Count=3
Writes to I 5#—3 S'—\ I
coumern LT[
| | | | | | | | | |
CLKINR ! ! ‘ ‘ ! ! ‘ ‘ ‘ ! 1
| ( (\ | | | | | | | | |
| ) )\ | | | | | | | | |
GATEn | | | | | | | | | | |
| | | | | | | | | | |
—_— 4
)\ | | | | | | |
OUTn I I I I I | I I I
| | | | | | | | | | |
| | | | | | | | | | |
Count 2 | ? | ? | 2 | ooo3 | 0002 | 0001 | 0000 | FFFF | FFFE| FFFD|
A2315-01

Figure 9-16. Mode 4 — Basic Operation
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Figure 9-17shows suspending the counting sequence. A low level on GAdEses the counter
to suspend counting (both the state of @Wihd the count remain unchanged). A high level on
GATEnN resumes counting.

Writes to
Counter n

CLKINn

GATEn

¢ )
) 27
4
__\ / I
OUTn A \
I

| | | |

| | | |

| | | |

| | | | | |
cot 2 | 2 | 2 | 2 Y ooos| 0003 | 0003y oooz | ooz | oooo | FrFE |

A2402-01

Figure 9-17. Mode 4 — Disabling the Count

Figure9-18shows writing a new count. On the CLKilgulse following the new count write, the
counter loads the new count and counting continues from the new count.

Control Count=3 Count =2

Jaesto g9\ T\

I I I I I I I I I I

CLKINn ! ! ! ‘ ! ‘ ‘ ! ‘ ‘ 1
I ( ‘\ I I I I I I I I I

GATE” I ) ’\ I I I I I I I I I
1 l 1 1 1 1 1 1 1 1 1

OUTn

I
I I
I I
Count 2 | ? i ? i 2N 0003 | 0002 i0001 0002 | 0001 i 0000 | FFFFi

A2403-01

Figure 9-18. Mode 4 — Writing a New Count
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9.2.6 Mode 5 — Hardware-triggered Strobe

Initializing a counter for mode 5 sets the counter’s @Wifnal, starting the counting sequence.
A gate-trigger loads the curreptogrammed count. When the counterchess zero, OUT
strobes low for one clock pulse. The counter then rolls over and continues counting, but OUT
does not strobe low when the count reaches zero.Then@udbes low only the first time it
reaches zero after a count is loaded.
Mode 5's basic operation is outlined below and showFiguire 9-19

1. After a control word write, OUTis set.

On the CLKIN pulse following a gate-trigger, the count is loaded.

2
3. On each succeeding CLKf\pulse, the count is decremented.
4. When the count reaches zero, Qg reset.

5

On the following CLKIN pulse, OUT is set.

Writing a count of N causes OWTo strobe low N + 1 CLKIN pulses after the counter receives
a gate-trigger. OUi remains low for one CLKIN pulse, then goes high.

Control
Word = 1AH
Writes to
Counter n

CLKINN

A2316-01

Figure 9-19. Mode 5 — Basic Operation
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Figure 9-20 shows retriggering the strobe with a gate-trigger. On the ChidiNse following

the retrigger, the counter reloads the count. The control logic then decrements the count on each
succeeding CLKIN pulse. OUT remains high until the count reaches zero, then strobes low for
one CLKINn pulse.

Control
Word = 1AH
Writes to
Counter n

CLKINN

|
|
|
|
Count ? | ? ? ? ? ? 0003|0002 0003|0002|0001|OOOOlFFFFlFFFEl

A2404-01

Figure 9-20. Mode 5 — Retriggering the Strobe

Figure 9-21 shows writing a new count. The counter waits for a gate-trigger to load the new
count; it does not affect the current sequence until the counter receives a trigger. On the CLKIN
pulse following the trigger, the control logic loads the new count. The control logic then decre-
ments the count on each succeeding CLiKpudIse. OUT remains high until the count reaches
zero, then strobes low for one CLKibulse.

Control Count=3 Count =5
Word = 1AH

Writes to
Counter n

CLKINN

1

l
|
|
| |
Count ? | ? ? ? ? 0003|0002|0001|OOOOlFFFFlFFFE 0005|0004|0003|

A2405-01

Figure 9-21. Mode 5 — Writing a New Count
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9.3 PROGRAMMING

The following sections describe how to configure a counter’s input and output signals, initialize
a counter for a specific operating mode and count format, write count valuestotar, and
read a counter’s status and count.

9.3.1 Configuring the Input and Output Signals

Each counter is driven by a clock pulse on its CLKINput. You can connect each counter’s
CLKINnN input to either its timer clock (TMRCL#H pin or the prescaled clock (PSCLK) signal.

The counters can handle up to 1/2 the processor clock (CLK2/4) input frequencies. PSCLK is an
internal signal that is a prescale value of the processor’s internal clock. The frequency of PSCLK
is programmable. (Sé€ontrolling the PSCLK Frequency” on page §-8ou can connect each
counter's GATH signal to either its timer gate (TMRGATEpin or V... The timer configura-

tion register (TMRCFG) enables the counter's CLKIdignals and determines each counter’s
CLKINn and GATE signal connectiond={gure 9-22.
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Timer Configuration Expanded Addr:  F834H
TMRCFG PC/AT Addr: —
(read/write) Reset State: 00H
7 0
TMRDIS — GT2CON | CK2CON ‘ ‘ GT1CON | CK1CON | GTOCON | CKOCON
Bit Bit Function
Number Mnemonic
7 TMRDIS Timer Disable:

Setting this bit disables the CLKINn signals. Clearing this bit enables the
CLKINn signals.

6 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.
5 GT2CON Gate 2 Connection:

Setting this bit connects GATE2 to the TMRGATE?2 pin. Clearing this bit
connects GATE2 to V.

4 CK2CON Clock 2 Connection:

Clearing this bit connects CLKIN2 to the internal PSCLK signal. Setting
this bit connects CLKIN2 to the TMRCLK2 pin.

3 GT1CON Gate 1 Connection:

Setting this bit connects GATEL to the TMRGATEL1 pin. Clearing this bit
connects GATE1 to V..

2 CK1CON Clock 1 Connection:

Clearing this bit connects CLKIN1 to the internal PSCLK signal. Setting
this bit connects CLKIN1 to the TMRCLK1 pin.

1 GTOCON Gate 0 Connection:

Setting this bit connects GATEO to the TMRGATEQO pin. Clearing this bit
connects GATEO to V.

0 CKOCON Clock 0 Connection:

Clearing this bit connects CLKINO to the internal PSCLK signal. Setting
this bit connects CLKINO to the TMRCLKO pin.

Figure 9-22. Timer Configuration Register (TMRCFG)
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The peripheral pin selection registers (P3CFG and PINCFG) determine whether each counter’'s
OUTn signal is connected to its TMROWT Pin. Figure 9-23shows the TCU signal connections.

For details on the P3CFG and PINCFG registerd-gpaere 9-24andFigure 9-25 The counter

output signals are automatically connected to therimpe contol unit. Counter 1's output signal
(OUT1) is automatically connected to DMA channel 0, and counter 2's output signal (OUT2) is

automatically connected to DMA channel 1.

intel.

(=

3(‘DH—U)‘<(/)2

nw c @

Control Logic
TMRCFG.0
[TMRCFG.7=0] t
PSCLK 3| CLKINO
TMRCLKO [ }F—1
TMRCFG.1 oUTO
Vee —10
3| GATEO
TMRGATEO [ }—— y
TMRCFG.2 ? W
PSCLK 0 o
CLKIN1
TMRCLK1 [ }——
[ TMRCFG 3]
ouTL
vee ° > GATEL
TMRGATE1 [ 3——1/ -
| PINCFG.5=1 | | TMRCFG.4 | *
PSCLK
CLKIN2
TMRCLK2 [H >
TMRCFG .5
PINCFG.5=1 _ ouT?2
GATE2
TMRGATE2 [TH >

P3CFG.0=1

[ TMROUTO

ToICU
(Master IR0)

P3CFG.1=1

[ ) T™MROUTL
ToICU
(Slave IR2)

To DMA
Ch0 MUX

[ .

PINCFG.5=1

[ ) T™MROUT2

To ICU
(Slave IR3)

L .

To DMA
Chl MUX

A2317-01

Figure 9-23. Timer/Counter Unit Signal Connections
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Use P3CFG bits 0 and 1 to connect TMROUTO and TMROUT1 to package pins.

Port 3 Configuration Expanded Addr:  F824H

P3CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
PM7 PM6 PM5 PM4 ‘ ‘ PM3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 PM7 Pin Mode:

Setting this bit connects COMCLK to the package pin. Clearing this bit
connects P3.7 to the package pin.

6 PM6 Pin Mode:

Setting this bit connects PWRDOWN to the package pin. Clearing this bit
connects P3.6 to the package pin.

5 PM5 Pin Mode:

Setting this bit connects INT3 to the package pin. Clearing this bit
connects P3.5 to the package pin.

4 PM4 Pin Mode:

Setting this bit connects INT2 to the package pin. Clearing this bit
connects P3.4 to the package pin.

3 PM3 Pin Mode:

Setting this bit connects INT1 to the package pin. Clearing this bit
connects P3.3 to the package pin.

2 PM2 Pin Mode:

Setting this bit connects INTO to the package pin. Clearing this bit
connects P3.2 to the package pin.

1 PM1 Pin Mode:

Setting this bit connects TMROUT1 to the package pin. Clearing this bit
connects P3.1 to the package pin.

0 PMO Pin Mode:

Setting this bit connects TMROUTO to the package pin. Clearing this bit
connects P3.0 to the package pin.

Figure 9-24. Port 3 Configuration Register (P3CFG)
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Use PINCFG bit 5 to connect TMROUT2, TMRCLK2, and TMRGATE2 to package pins.

Pin Configuration Expanded Addr:  F826H

PINCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
— PM6 PM5 Pma || Pm3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.
6 PM6 Pin Mode:

Setting this bit connects REFRESH# to the package pin. Clearing this bit
connects CS6# to the package pin.

5 PM5 Pin Mode:

Setting this bit connects the timer control unit signals, TMROUT2,
TMRCLK2, and TMRGATEZ2, to the package pins. Clearing this bit
connects the coprocessor signals, PEREQ, BUSY#, and ERROR#, to the
package pins.

4 PM4 Pin Mode:

Setting this bit connects the CS5# to the package pin. Clearing this bit
connects DACKO# to the package pin.

3 PM3 Pin Mode:

Setting this bit connects CTS1# to the package pin. Clearing this bit
connects EOP# to the package pin.

2 PM2 Pin Mode:

Setting this bit connects TXD1 to the package pin. Clearing this bit
connects DACK1# to the package pin.

1 PM1 Pin Mode:

Setting this bit connects DTR1# to the package pin. Clearing this bit
connects SRXCLK to the package pin.

0 PMO Pin Mode:

Setting this bit connects RTS1# to the package pin. Clearing this bit
connects SSIOTX to the package pin.

Figure 9-25. Pin Configuration Register (PINCFG)
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9.3.2 Initializing the Counters

The timer control register (TMRCON) has three formatgitrol word counter-latch andread-
back When writing to TMRCON, certain bit settings determine which format is accessed.

Use the TMRCON's control word formagigure 9-26 to specify a counter’s count format and

operating mode. Writing the control word forces Olfjoes to an initial state that depends on
the selected operating mode.
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intel.

Timer Control (Control Word Format) Expanded Addr:  FO043H
TMRCON PC/AT Addr: 0043H
Reset State: O0H

7 0
sc1 SCo RW1 RWO ‘ ‘ M2 M1 MO CNTFMT
Bit Bit Function

Number Mnemonic
7-6 SC1:.0 Select Counter:

Use these hits to specify a particular counter. The selections you make
for bits 5-0 define this counter’s operation.

00 =counter0
01 =counterl
10 = counter 2

11 is not an option for TMRCON's control word format. Selecting 11
accesses TMRCON's read-back format, which is shown in Figure 9-30.

5-4 RW1:0 Read/Write Select:
These bits select a read/write option for the counter specified by bits 7—
6.
01 = read/write least-significant byte only
10 =read/write most-significant byte only
11 =read/write least-significant byte first, then most-significant byte
00 is not an option for TMRCON's control word format. Selecting 00
accesses TMRCON's counter-latch format, which is shown in Figure
9-28.
3-1 M2:0 Mode Select:
These bits select an operating mode for the counter specified by bits 7—
6.
000 =mode 0
001 =mode 1
X10 = mode 2
X11 =mode 3
100 =mode 4
101 =mode 5
Xis a don'’t care.
0 CNTFMT Count Format:

This bit selects the count format for the counter specified by bits 7-6.

0 = binary (16 bits)
1 = binary coded decimal (4 decades)

NOTE: The read-back command has precedence over the counter-latch command. See TMRCON's
read-back format (Figure 9-30) for the read-back function of bits 5-0.

9-26
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9.3.3  Writing the Counters

Use the write format of a counter’'s timeregister (TMR) to specify a counter’s count. The
count must conform to the write selection specified in the control word (least-significant byte
only, most-significant byte only, or least-significant byte followed by the most-significant byte).
You can write a new count to a counter without affecting the coumiesrammed operating
mode. New counts must also conform to the specified write selection.

Timer n (Write Format) Expanded Addr:  FO40H, FO41H
TMRn (n=0-2) FO42H
PC/AT Addr: 0040H, 0041H
0042H
Reset State: XX
7 0
cv7 cve cvs cva || cvs cv2 cvi cvo
Bit Bit Function
Number Mnemonic
7-0 CV7:0 Count Value:
Write a count value for the counter to these bits. When writing the
counter’s count value, follow the write selection specified in the counter’s
control word.

Figure 9-27. Timer n Register (Write Format)

Table 9-4lists the minimum and maximum initial counts for each mode.

Table 9-4. Minimum and Maximum Initial Counts

Mode Minimum Count Maximum Count
0-1 1
2-3 2
4-5 1

NOTE: 0 is equivalent to 216 for binary counting and 104 for
BCD counting.
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9.3.4 Reading the Counter

To read the counter you can perform a simple read operation or send a latch command to the
counter. TMRCON contains two formats that allow you to send latch commands to individual
counters: the counter-latch and read-back format. The counter-latch command latches the count
of a specific counter. The read-back command latches the count and/or status of one or more spec-
ified counters.

9.34.1 Simple Read
To perform a simple read operation, suspend the counter’s operation (using the counters GATE

signal), then read the counter’s tinmeregister. You must disable the counter so that the count is
not in the process of changing when it is read, giving an undefined result.
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9.3.4.2 Counter- latch Command

Use the counter-latch format of TMRCORNdure 9-28 to latch the count of a specific counter.
A counter continues to run even after the count is latched. This allows reading the count without
disturbing the count iprogress.

Timer Control (Counter-latch Format) Expanded Addr:  FO043H
TMRCON PC/AT Addr: 0043H
Reset State: 00H
7 0
sc1 Ssco 0 o || - — — —
Bit Bit Function
Number Mnemonic
7-6 SC1:.0 Select Counter:
These bits specify the counter that will be issued the counter-latch
command.

00 =counter0
01 =counterl
10 =counter 2

11 is not an option for TMRCON's counter-latch format. Selecting 11
accesses TMRCON's read-back format, which is shown in Figure 9-30.

5-4 — Write zeros to these bits to issue a counter-latch command to the
counter specified by bits 7-6.

01, 10, and 11 are not valid options for TMRCON's counter-latch format.

3-0 — Reserved; for compatibility with future devices, write zeros to these bits.

NOTE: Bits 5-0 serve another function when you select the read-back command (SC1:0 = 11). See
Figure 9-30 for the read-back bit functions.

Figure 9-28. Timer Control Register (Counter-latch Format)

When a counter receives a counter-latch command, it latches the count. This count remains
latched until you either read the count or reconfigure the counter. If you send multiple counter-

latch commands without reading the counter, only the first counter-latch command latches the
count.

After issuing a counter-latch command, you can read the counter'si Tégister. When reading

the counter's TMR register you must follow the counter’s programmed read selection (least-sig-
nificant byte only, most-significant byte only, or least-significant byte followed by the most-sig-
nificant byte). If the counter is programmed fatotbyte counts, you ost read two bytes.You
need not read the two bytes consecutively; you may insert read, wategoemming operations
between the byte reads.
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You can interleave reads and writes of the same couieteexample, if the counter pgo-
grammed for the two-byte read/write selection, the following sequence is valid.

1. Read least-significant byte.

2. Write new least-significant byte.
3. Read most-significant byte.
4

Write new most-significant byte.

Timer n (Read Format) Expanded Addr:  FO40H, FO41H
TMRn (n=0-2) FO42H
PC/AT Addr: 0040H, 0041H
0042H
Reset State: XX
7 0
cv7 cve cvs cva |[ cvs cv2 cvi cvo
Bit Bit Function
Number Mnemonic
7-0 CV7:0 Count Value:
These bits contain the counter’s count value. When reading the
counter’s count value, follow the read selection specified in the counter’s
control word.

Figure 9-29. Timer n Register (Read Format)
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9.3.4.3 Read-back Command

Use the read-back format of TMRCORidure 9-30 to latch the count and/or status of one or
more counters. Latch a counter’s status to check its programmed operating mode, count format,
and read/write selection and to determine whether the latest count written to it has been loaded.

Timer Control (Read-back Format) Expanded Addr:  FO043H
TMRCON PC/AT Addr: 0043H
Reset State: O0H
7 0
1 1 COUNT# | STAT# ‘ ‘ CNT2 CNT1 CNTO —
Bit Bit Function
Number Mnemonic
7-6 — Write ones to these bits to select the read-back command.
00, 01, and 10 are not valid options for TMRCON's read-back format.
5 COUNT# Count Latch:

Clearing this bit latches the count of each selected counter. Use bits 3-1
to select one or more of the counters.

4 STAT# Status Latch:

Clearing this bit latches the status of each selected counter. Use bits 3—
1 to select one or more of the counters.

3 CNT2 Counter 2 Select:

When this bit is set, the actions specified by bits 5 and 4 affect counter 2.
Otherwise, the actions do not affect counter 2.

2 CNT1 Counter 1 Select:

When this bit is set, the actions specified by bits 5 and 4 affect counter 1.
Otherwise, the actions do not affect counter 1.

1 CNTO Counter 0 Select:

When this bit is set, the actions specified by bits 5 and 4 affect counter 0.
Otherwise, the actions do not affect counter 0.

0 — Reserved. This bit is undefined.

Figure 9-30. Timer Control Register (Read-back Format)

The read-back command can latch the count and status of multiple counters. This single com-
mand is functionally equivalent to several counter-latch commands, one for each counter latched.
Each counter's latched count and status is held until it is read or until you reconfigure the counter.
A counter’s latched count or status is automatically unlatched when read, but other counters’
latched values remain latched until they are read.
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After latching a counter’s status and count with a read-back command, readingaddésses

its status formatHigure 9-3). Reading TMR again accesses its read format. If both the count
and status of a counter are latched, the first read of TMéRcates the counter’s status and the

next one or two reads (depending on the counter’'s read selection) indicate the counter’s count. If
only the count of a counter is latched, then the first one or two reads oh TihiRate the
counter’s count. If the counterpsogrammed for the two-byte read selection, gaust read two

bytes.
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Timer n (Status Format) Expanded Addr:  FO40H, FO41H
TMRn (n=0-2) FO42H

PC/AT Addr: 0040H, 0041H

0042H

Reset State: XX
7 0
OUTPUT | NULCNT RW1 RWO ‘ ‘ M2 M1 MO CNTFMT

Bit Bit Function

Number Mnemonic
7 OUTPUT Output Status:

This bit indicates the current state of the counter’s output signal.
1=0UTnis high

0=0UTnis low

6 NULCNT Count Status:

This bit indicates whether the latest count written to the counter has
been loaded. Some modes require a gate-trigger before the counter
loads new count values.

1 = a count has been written to the counter but has not yet been loaded
0 = the latest count written to the counter has been loaded

5 RW1:0 Read/Write Select Status:

These bits indicate the counter’s programmed read/write selection.

01 = read/write least-significant byte only
10 = read/write most-significant byte only
11 = read/write least-significant byte first, then most-significant byte

4 M2:0 Mode Status:
These bits indicate the counter’s programmed operating mode.
000 =mode 0
001 =mode 1
X10 =mode 2
X11 =mode 3
100 =mode 4
101 =mode 5
Xis a don't care.
0 CNTFMT Counter Format Status:

This bit indicates the counter’'s programmed count format.

0 = binary (16 bits)
1 = binary coded decimal (4 decades)

Figure 9-31. Timer n Register (Status Format)
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With the read-back command, you can simultaneously latch both the count and status of one or
more counters. This is functionally the same as issuing two separate read-back commands. In this
case, the first read operation of that counter returns the latched status, regardless of which was
latched first. The next one or two reads (depending on the counter’s read selection) returns the
latched count. Subsequent reads return unlatched count.

When a counter receives multiple read-back commands, it ignores all but the first command; the
count/status that the CPU reads is the count/status latched from the first read-back command (see
Table 9-5.

Table 9-5. Results of Multiple Read-back Commands Without Reads

Command Sequence Read-back Command Command Result

Latch counter O's count and status. | Counter 0's count and status latched.

Latch counter 1's status. Counter 1's status latched.

Latch counter 2 and 1's status. Counter 2's status latched; counter 1's
status command ignored because
command 2 already latched its status.

Latch counter 2's count. Counter 2's count latched.

Latch counter 1's count and status. | Counter 1's count latched; counter 1's
status command ignored because
command 2 already latched its status.

6 Latch counter O's count. Counter 0's count command ignored
because command 1 already latched its
count.

9.3.5 Programming Considerations

Con
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sider the following when programming the TCU.

The 16-bit couners are read and written a byte at a time. The control word format of
TMRCON selects whether you read or write the least-significant byte only;sigodficant

byte only, or least-significant byte then most-significant byte (this is called the counter’s
read/write selection). You must read and write the counters according to their programmed
read/write selections.

When you program a counter for theotbyte read omrite selection, you must read or
write both bytes. Iffou’re using nore than one subroutine to read or write a counter, make
sure that eachubroutine reads or writes both bytes before transferring control.

You can program the counters for either an internal or external clock source. The internal
source is a prescaled lua of the processor’'s clock and is affected by the processor’s
powerdown and idle modes. Because an external source is provided off-chip, it is not
affected by the processor’s powerdown and idle mdd&mntrolling Power Management
Modes” on page 6-8escribes the processor's powerdown and idle modes.
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CHAPTER 10
WATCHDOG TIMER UNIT

The watchdog timer (WDT) unit can function as a general-purpose timer, a softwahelogat
timer, or a bus monitor, or it can be disabled.

This chapter is organized as follows:
* Overview
* Programning the WDT
¢ Disabling the WDT

¢ Design considerations

10.1 OVERVIEW

The watchdog timer unit (Figurk0-1) includes a 32-bit reloadqgister, a 32-bilown-counter,
an 8-state binary counter, and count and status registers.

In its default mode, the watchdog timer (WDT) unit functions as a general-purpose, 32-bit timer.
The WDT also offers two modes for recovering from unexpected system upsets: watchdog mode
and bus monitor mode. Only one mode can be active at any given time. If you have no need for
any of its functions, you can disable the unit entirely.

Watchdog mode protects systems from software upsets. In watchdog mode, system software must
reload the down-counter at regular intervals. If it fails to do so, the timer expires and asserts
WDTOUT. For example, the watchdog times out if software goes into an endless loop waiting
for an event that never occurs. In watchdog nadg, idle mode stops the down-counter. Since

no software can execute while the CPU is idle, a software watchdog is unnec&dsapyer( 6,

“Clock and Power Management Unitiscusses idle mode.)

Bus monitor mode protect®rmally not-readyystems from ready-hang conditionsn@mally
not-ready system is one in which a bus cycle continues until the accessed device asserts
READY#.) In busmonitor mode, the ADS# signal from the bus interface unit (BIU) reloads the
down-counter and the READY# signal stops it. The BIU asserts ADS# for the next bus cycle only
after an external peripheral assertsARE/# An access to a noristent location never asserts
READY#, so the timer expés and asserts WDTOUT. For example, the bus monitor times out if

a bus cycle attempts to access an external peripheral in a nonexistent location and the processor
hangs up waiting for READY#. The WDT circuitry correctly matches each READY # with a cor-
responding ADS#, even in pipelined mode when two ADS# pulses occur before the first
READY# pulse.
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aY
Reload
Registers
32-Bit
< > [WDTRLDH]| > Down Counter
E WDTRLDL
|
; WDTCNTH
u WDTCNTL
. 8-State
—>| Binary |\wprouT
Counter Connect
WDTCLR o RES
or RESET
TO ICU
<:> WDTSTATUS D gszlgs\a/f\
IR7)

A2330-01

Figure 10-1. Watchdog Timer Unit Connections

10.1.1 WDT Operation

After a device reset, the WDT begins counting down in general-purpose timer mode. Unless you
change the mode, change the reload value, or disable it, the WDT will time out and assert

WDTOUT after 64K clock cycles.

The 32-bit down-counter decrements on every clock cycle. When the down-counter reaches zero
(aWDT timeoyt the 8-state binary counter drives the WDTOUT pin high for eight clock cycles

to signal the timeout. An internal signal carries the inverted value of the WDTOUT pin to the in-
terrupt control unit (the slave’s IR7 line). A WDT timeout can reset the system or generate an
interrupt request, depending on how you configure WDTOWIegign Considerations” on page

10-9describes the configuration options.)
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The reload registers hold a user-defined value that reloads the down-counter when one of the fol-
lowing reload event®sccurs:

¢ in watchdog mode, whesystem software executes a specific instruction sequence (called a
lockoutsequence) to the WDTCLR location

* in bus monitor mode, when the bus interface unit asserts ADS#
¢ in all modes, when the down-counter reaches zero

Software can read the status register to determine the mode of the WDT and can read the count
registers to determine the current value of the down-eount

Like all internal peripherals, the WDT unit is disabled in powerdown mode. Unlike other periph-
erals, if itis functioning as a software watchdog, the WDT is also disabled in idle mode. Since no
software can execute while the CPU is idle, the software watchdog is unnecessary.If it is func-

tioning as a bus monitor or general-purpose timer, the WDT continues to operate normally while
the CPU is idle.

10.1.2 WODT Registers and Signals

Table 10-1 describes the registers associated with the WDT and Table 10-2 describes the signals.

Table 10-1. WDT Registers

Register Address Description

WDTCLR F4C8H Watchdog Timer Clear:

Write the lockout sequence to this location. Circuitry at this address
decodes the lockout sequence to enable watchdog mode, reload the
counter, or both. This location is used only for watchdog mode.

WDTCNTH F4C4H WDT Counter:

WDTCNTL F4C6H These registers hold the current value of the WDT down-counter. Software

can read them to determine the current count value. Any reload event
reloads these registers with the contents of WDTRLDH and WDTRLDL.

WDTRLDH F4COH WDT Reload Value:

WDTRLDL F4C2H Write the reload value to these registers, using two word writes. After a

lockout sequence executes, these registers cannot be written again until
after a device reset. A reload event reloads WDTCNTH and WDTCNTL
with the contents of these registers.
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Table 10-1. WDT Registers (Continued)

Register Address Description

WDTSTATU FACAH WDT Status:

S This register contains one read-only bit (WDTEN) that indicates whether
watchdog mode is enabled and two read/write bits that control bus monitor
mode and the WDT clock. A lockout sequence sets the WDTEN bit and
clears the two read/write bits, disabling bus monitor mode and enabling the
WDT clock. After a lockout sequence executes, this register cannot be
written again until after a device reset.

Software can read this register to determine the current status of the WDT
and (unless a lockout sequence has been executed) can set the BUSMON
bit to enable bus monitor mode or set the CLKDIS bit to disable the WDT.
Table 10-2. WDT Signals
h Device Pin or -
Signal Internal Signal Description

ADS# Device pin Address Status (from the bus interface unit):

Indicates that the processor is driving a valid bus-cycle definition
and address onto its pins. Bus monitor mode reloads and starts
the down-counter each time ADS# is asserted.

IDLE Internal signal Idle (from the clock and power management unit):

Indicates that the device is in idle mode (core clocks stopped
and peripheral clocks running). In watchdog mode, the down-
counter stops when the core is idle. In bus monitor or general-
purpose timer mode, the WDT continues to run while the core is
idle.

READY# Device pin Ready (from the bus interface unit):

Indicates that the current bus cycle has completed. Bus monitor
mode stops the down-counter when READY# is asserted.

WDTOUT Device pin Watchdog Timer Output:

Indicates that the down-counter has timed out. If you want a
WDT timeout to reset the device, connect WDTOUT to the
RESET input. If you want a WDT timeout to generate a
nonmaskable interrupt, connect WDTOUT to the NMI input.
An internal signal carries the inverted value of WDTOUT to the
interrupt control unit (the slave’s IR7 line). If you want a WDT
timeout to cause a maskable interrupt, enable the interrupt.
(Chapter 8, “Interrupt Control Unit,” explains how to do this.)

10-4



Int9I® WATCHDOG TIMER UNIT

10.2 PROGRAMMING THE WDT

Each WDT operating mode requires different programmingth®imodes use common regis-

ters. In all operating modes, software can read the count registers, WDTCNTH and WDTCNTL
(Figure 10-2), to determine the current down-counter vand can read the status register,
WDTSTATUS (Figure 10-3), to determine the WDT mode. Bus monitor mode requires a write

to WDTSTATUS. All operating modes use the reload registers, WDTRLDH and WDTRLDL
(Figure 10-4). This section describes the registers, then explains how to enable and use each
mode.

WDT Counter Value (High) Expanded Addr:  FAC4H
WDTCNTH ISA Addr: — -
(read only) Reset State: 0000H (A-step only)
FFFFH (all others)
15 8
‘ wcal ‘ WC30 ‘ wc29 ‘ wcC28 ‘ ‘ wc27 ‘ WC26 ‘ WC25 ‘ WC24 ‘
7 0
‘ wc23 ‘ WC22 ‘ wc21 ‘ WC20 ‘ ‘ WC19 ‘ WwcC18 ‘ WC17 ‘ WC16 ‘
WDT Counter Value (Low) Expanded Addr:  F4C6H
WDTCNTL ISA Addr: —
(read only) Reset State: FFFFH
15 8
‘ WC15 ‘ wcC14 ‘ WC13 ‘ WC12 ‘ ‘ wcil ‘ WC10 ‘ wco ‘ wcs ‘
7 0
‘ WC7 ‘ WC6 ‘ WC5 ‘ WC4 ‘ ‘ wc3 ‘ WC2 ‘ wc1 ‘ WCO ‘
Bit Bit Function
Number Mnemonic
High 15-0 | WC31:16 WDT Counter Value High Word and Low Word:
Low 15-0 | WC15:0 Read the high word of the counter value from WDTCNTH and the low
word from WDTCNTL.

Figure 10-2. WDT Counter Value Registers (WDTCNTH and WDTCNTL)

ERRATA (3/28/95)

In Figure 10-2, The Reset State 0000H is for A-step devices only.

Now includes FFFFH, which is the reset state for all later steppings.

In the WDTCNTL “Function” description, WDTCNTL was incorrectly shown as
WDTDNTL.
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WDT Status Expanded Addr:  FACAH

WDTSTATUS ISA Addr: —

(read/write) Reset State: 00H

7 0
WDTEN — — — ‘ ‘ — — BUSMON | CLKDIS

Bit Bit Function

Number Mnemonic

7 WDTEN Watchdog Mode Enabled:

This read-only bit indicates whether watchdog mode is enabled. Only a
lockout sequence can set this bit and only a system reset can clear it.

0 = watchdog mode disabled
1 = watchdog mode enabled

6-2 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
1 BUSMON Bus Monitor Enable:

Write to this bit to enable or disable bus monitor mode; read it to
determine the current status. A lockout sequence clears BUSMON and
prevents writing to this register.

0 CLKDIS Clock Disable:

Write to this bit to stop or restart the clock to the WDT; read it to
determine the current clock status. A lockout sequence clears CLKDIS
and prevents writing to this register.

0 = enable clock
1 = disable (stop) clock

Figure 10-3. WDT Status Register (WDTSTATUS)
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WDT Reload Value (High) Expanded Addr:  FACOH
WDTRLDH ISA Addr: —
(read/write) Reset State: 0000H
15 8
‘ WR31 ‘ WR30 ‘ WR29 ‘ WR28 ‘ ‘ WR27 ‘ WR26 ‘ WR25 ‘ WR24 ‘
7 0
‘ WR23 ‘ WR22 ‘ WR21 ‘ WR20 ‘ ‘ WR19 ‘ WR18 ‘ WR17 ‘ WR16 ‘
WDT Reload Value (Low) Expanded Addr:  FAC2H
WDTRLDL ISA Addr: —
(read/write) Reset State: FFFFH
15 8
‘ WR15 ‘ WR14 ‘ WR13 ‘ WR12 ‘ ‘ WR11 ‘ WR10 ‘ WR9 ‘ WRS ‘
7 0
‘ WR7 ‘ WR6 ‘ WR5 ‘ WR4 ‘ ‘ WR3 ‘ WR2 ‘ WR1 ‘ WRO ‘
Bit Bit Function
Number Mnemonic
High 15-0 | WR31:16 WDT Reload Value (High Word and Low Word):
Low 15-0 | WR15:0 Write the high word of the reload value to WDTRLDH and the low word
to the WDTRLDL.

Figure 10-4. WDT Reload Value Registers (WDTRLDH and WDTRLDL)

10.2.1 General-purpose Timer Mode

The WDT defaults to general-purpose timer mode after reset. If your system has no requirement
for a software watchdog or a bus monitor, you can use the WDT in this mode. Athedetyn-

counter begins decrementing once every clock cycle, beginn@@p@f-FFH (the initial values

of the reload and count registers). Unless you intervene, the WDT times out after 64K clock cy-
cles.

Software can read the count registers (WDTCNTH and WDTCNTL) at any time to determine the
current value of the down-counter. You might, for example, read the count when one event oc-
curs, read it again when a second event occurs, then calculate the elapsed time between the two
events.

When the down-counter reaches zero, the 8-state binary counter drives the WDTOUT pin high

for eight clock cycles. During the clock cycle immediately after the down-counter reaches zero,
this mode reloads the down-counter with the contents of the reload registers.
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If you want more or fewer than 65,535 clock cycles between WDT timeouts, write a 32-bit reload
value to the reload registefSigure 10-4 on page 10:7

1. Write the upper 16 bits of the reload value to WDTRLDH.
2. Write the lower 16 bits of the reload value to WDTRLDL.

In this mode, you cannot reload the counter except on a WDT timeout. However, you can force
a reload by entering bus monitor mode, allowing an ADS# to reload the counter, then switching
back to general-purpose timer mode.

10.2.2 Software Watchdog Mode

In software watctiog mode, system software must periodically reload the down-counter with a
reload value. The reload value depends on the design of the system software. In general, deter-
mining the proper reload value requires software analysis and some experimentation.

After reset, the WDT defaults to general-purpose timer mode. Unless you intervene, the WDT
times out after 64K clock cycles. If you want to use the WDT as a system watchdog, use this se-
guence to enable watchdog mode:

1. Write the upper 16 bits of the reload value to WDTRLDB#¢re 10-4 on page 10-7
2. Write the lower 16 bits of the reload value to WDTRLBig(re 10-4 on page 107

3. Write two sequential words, OFO1EH followed by OFE1H, to the WDTCLR location
(FAC8H). This sequence (calledomkoutsequencesets the WDTEN bit in the watchdog
status register and loads the contents of the reload value register idimatheounter.

No other data values or sizes will work.

Regardless of the values of the two control bits in the WDTSTATUS registemé 10-3 on

page 10-§ the lockout sequence sets the WDTEN bit and clears the remaining bits. The lockout
sequence prohibits writes to the WDTSTATUS and reload registers; only a system reset can
change them. This reduces the possibility for errant software to duplicate the instructions and il-
legally reload the timer.

The same lockout sequence that enables the watchdog reloads the down-counter.

¢ Write two sequential words, OFO1EH followed immediately by OFE1H, to the WDTCLR
location (FAC8H).

10.2.3 Bus Monitor Mode
In bus monitor mode, ADS# reloads and starts the down-counter and READY# stops it. The initial

values of the reload register and down-couater 0OOOFFFFH. In bus monitor mode, tpeo-
grammed reload value should be slightly longer than the longest bus cycle expected.
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Use this sequence to enable bus monitor mode:
1. Write the upper word of the reload value to WDTRLIHY(re 10-4 on page 107
2. Write the lower word of the reload value to WDTRLHigure 10-4 on page 10-7
3. Set the bus monitor bit in WDTSTATUSi@ure 10-3 on page 10-6

Because you never execute the lockout sequence in bus monitor mode, you can change the reloac
value and enable or disable the mode at any time. To change the reload value, write a 32-bit value
to the WDTRLDH and WDTRLDL registers, using two word writes. To disable or enable bus
monitor mode, write to the Bus Monitor bit in WDTSTATUS.

10.3 DISABLING THE WDT

If your system has no need for the WDT, you can disable the unit. To do so, set the CLKDIS bit
in the WDTSTATUS registerHigure 10-3 on page 10:6This stops the clock to the WDT. In

this configuration, the WDT consumes minimal power, but you can still re-enable the unit at any
time.

If the WDT is in watchdog mode, you cannot write to the WDTSTATUS register to stop the
clock. If it is in bus monitor or general-purpose timer mode, however, stopping the clock disables
the WDT.

10.4 DESIGN CONSIDERATIONS

This section outlines considerations for the watchdog timer unit.

* Depending on the system configuration, a WDT timeout can cause a maskable interrupt, a
nonmaskable interrupt, or a system reset.

— The internal WDT timeout signal is connected to the interrupt control unit's slave IR7
line. If you want a WDT timeout to generate a slave IR7riof#, you need only
enable the interrupt. (Refer @hapter 8, “Interrupt Control Unitfor details.)

— If you want a WDT timeout to cause a nonmaskable interrupt, connect WDTOUT to
the NMl input.

— If you want a WDT timeout to reset the system, contieet WDTOUT pin to the
RESET input.

e |f a WDT timeout is to generate an interrupt, configure theriapt control unit foedge-
triggered interrupts. Otherwise, the WDT will generate continuous interruptsagter 8,
“Interrupt ControlUnit,” discusses level-sensitive and edge-triggered interrupts.)
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CHAPTER 11
ASYNCHRONOUS SERIAL I/O UNIT

The asynchronous serial I/O (S10) unit provides a means for the system to communicate with ex-

ternal peripheral devices and modems. The SIO unit performs serial-to-parallel conversions on

data characters received from a peripheral device or modem and parallel-to-serial conversions on
data characters received from the CPU. The SIO unit consists of two independent SIO channels,
each of which is compatible with National Semiconductor's NS16C450.

This chapter is organized as follows:
* Overview
¢ SIO operation
* Programming

¢ Design considerations

11.1 OVERVIEW

Each SIO channel contains a baud-rate generator, transmitter, receiver, and modem control unit
(seeFigurel1-1). The baud-rate generator can be clocked by either the internal serial clock (SER-
CLK) signal or the COMCLK pin. The transmitter and receiver contain shift registers and buffers.
Data to be transmitted is written to the transmit buffer. Giger's contents are transferred to

the transmit shift register and shifted out via the transmit data pinr{J.- XIata received is shift-

ed in via the receive data pin (RXP Once a data byte has been received, the contents of the
receive shift register are transferred to the receive buffer. The modem contr@rimgites in-
terfacing for the handshaking signals between an SIO channel and a modem or data set.
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Figure 11-1. SIO0 and SIO1 Connections
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11.1.1 SIO Signals

Table 11-llists the SI®@ signals.

Table 11-1. SIO Signals

Signal Device Pin or Description
9 Internal Signal P
Baud-rate Internal signal SERCLK:
gltzréirator This internal signal is the processor’s input clock, CLK2, divided by four.
Source Device pin COMCLK:
(input) An external source connected to this pin can clock the SIOn baud-rate
generator.
TXDn Device pin Transmit Data:
(output) The transmitter uses this pin to shift serial data out. Data is transmitted
least-significant bit first.
RXDn Device pin Receive Data:
(input) The receiver uses this pin to shift serial data in. Data is received least-
significant bit first.
CTSn# Device pin Clear to Send:
(input) Indicates that the modem or data set is ready to exchange data with the
SIOn channel.
DSRn# Device pin Data Set Ready:
(input) Indicates that the modem or data set is ready to establish the communi-
cations link with the SIOn channel.
DCDm# Device pin Data Carrier Detect:
(input) Indicates that the modem or data set has detected the data carrier.
RIn# Device pin Ring Indicator:
(input) Indicates that the modem or data set has detected a telephone ringing
signal.
RTSn# Device pin Request to Send:
(output) Indicates the modem or data set that the SIOn channel is ready to
exchange data.
DTRm# Device pin Data Terminal Ready:
(output) Indicates to the modem or data set that the SIOn channel is ready to
establish a communications link.

11.2 SIO OPERATION

The following sections describe the operation of the baud-rate generator, transmitter, and receiver
and discusses the modem control logic, SIO diagnostic mode, and SIO interrupt sources.
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11.2.1 Baud-rate Generator

Each SIO channel’s baud-rate generator provides the clocking source for the channel’s transmit-
ter and receiver. The baud-rate generator is capable of dividing its input (BCLKIN) by any divisor
from 1 to (26-1). The output frequency is selected to be 16 times the desired bit time. The trans-
mitter shifts data out on the rising edge of BCLKIN. The receiver samples input data in the middle
of a bit time.

The internal serial clock (SERCLK) signal or the COMCLK pin can be connected lbatide
rate generator’'s BCLKIN signalFigure 11-2. The SIO configuration register (SIOCFG) selects
one of these sources.

SIOCFG sion
Baud-rate

SERCLK Generator

CLK2 D— +2 +2 .
BCLKIN L — > TO Transmitter
| and Receiver

COMCLK []—
(pin mux)

A2524-01

Figure 11-2. SIO n Baud-rate Generator Clock Sources

SERCLK provides a baud-rate input frequency (BCLKIN) of CLK2/4. The COMCLK pin allows
an external source with a frequency of up to 12.5 MHz to provide the baud-rate input frequency.

The baud-rate generator’'s output (or bit time for transmitter and receiver) is determined by
BCLKIN and a 16-bit divisor as follows.

BCLKIN frequency

baud-rate generator output frequency = —
16 x divisor
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The minimum divisor value is 1, giving a maximum output frequency of BCLKIN/16. The max-
imum divisor value is FFFFH (65535), giving a minimum output frequency of BCLKIN/(16 x
65535). The maximum and minimum baud-rate output frequencies using SERCLK with a 25
MHz device (CLK2 = 50 MHz) or COMCLK with a 12.5 MHz input are showiT able 11-2

Table 11-3shows the divisor values required for common baud rates.

Table 11-2. Maximum and Minimum Output Baud Rates

Input Baud Rate (BCLKIN) Divisor Output Baud Rate
12.5 MHz 0001H 781.25 KHz (max)
12.5 MHz FFFFH 11.921 Hz (min)

Table 11-3. Divisor Values for Common Baud Rates

Divisor Input Baud Rate (BCLKIN) Outp;;tr;;aud % Error
145H 12.5 MHz (processor clock = 25 MHz) | 2400 baud +0.01
51H 12.5 MHz (processor clock = 25 MHz) | 9600 baud +0.01
36H 12.5 MHz (processor clock = 25 MHz) | 14.4 Kbaud +0.01
104H 10 MHz (processor clock = 20 MHz) 2400 baud +0.01
41H 10 MHz (processor clock = 20 MHz) 9600 baud +0.01
2BH 10 MHz (processor clock = 20 MHz) 14.4 Kbaud +0.01
DOH 8 MHz (processor clock = 16 MHz) 2400 baud +0.01
34H 8 MHz (processor clock = 16 MHz) 9600 baud +0.01
23H 8 MHz (processor clock = 16 MHz) 14.4 Kbaud -0.01

11.2.2 Transmitter

The data frame for transmissionpregrammable. Itonsists of a start bit, 5 to 8 data characters,

an optional parity bit, and 1 to 2 stop bits. The transmitteipcatiuce even, odd, forced, or no
parity. The transmitter can also produce break conditions. A break condition forces the serial out-
put (TXDn) to the spacing (logic 0) state for longer than a transmission time (the time of the start
bit + data bits + parity bit + stop bits). On the receiving end, a break condition sets an error flag.

Forced parity allows the SIO to be compatible witbAN protocol. This protocol allows com-
munication between a master SIO and multiple slave SIOs. For example, assume that the master
is transmitting data to multiple slave SIOs. First, the master sends a slave’s address to all the
slaves. The slaves determine which slave is being addressed. The master and the addressed slav
then configure their parity bits to be forced to the same value (assume one) and the non-addressed
slaves configure their parity bits to zero. With this configuration, all slaves will receive data trans-
mitted from the master; however, all non-addressed slaves will generate parity errors upon recep-
tion.
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Each SIO channel transmitter contains a transmit shift register, a transmit buffer, and a transmit
data pin (TXD). Data to be transmitted is written to the trandmitfer. The tansmitter then
transfers the data to the transmit shift register. The transmitter shifts the data along with asynchro-
nous communication bits (start, stop, and parity) out via therpiD. The TXDO0 and TXD1

pins are multiplexed with other functions. The pin configuration registers (PINCFG and P2CFG)
determine whether a TXbsignal or an alternate function is connected to the package pin.

Baud-rate
Clock

l

SI0n Transmit Shift D TXDn

Register (pin mux)

{}

SI0n Transmit Buffer |——————>» Transmit Buffer Empty

(To ICU and DMA)
u i

Figure 11-3. SIO n Transmitter

gm-—-w~<m2

w

A2326-01

The transmitter contains a transmitter empty (TE) and a transmit buffer empty (TBE) flag. At re-
set, TBE and TE are set, indicating that the transmit buffer and shift register are empty. Writing
data to the transmit buffer clears TBE and TE. When the transmitter transfers data taffethe

to the shift register, TBE is set. Unless new data is written to the transmit buffer, TE is set when
the transmitter finishes shifting out the shift register’s contents.

The transmitter’s transmit buffer empty signal can be connected to the interrupt control and DMA
units. SIO0’'s transmit buffer empty signal can be connected to DMA channel 1's request input
and SIO1's transmit buffer empgjgnal can be connected to DMA channel O’'s request iRfmt.

ure 11-4shows the process for transmitting data.
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Select the BCLKIN source and
the transmitter input baud rate.

\
Select the data frame. (Word length,
number of stop bits, and type of

parity.)

Is No
transmit buffer

empty?

Yes

Write data to transmit buffer register.

Y

Transmitter transfers data to shift
register and sets transmit buffer
empty flag.

Y

Transmitter shifts data frame onto
the TXDn pin. Data is transmitted
least-significant bit first.

Y

Transmitter shifts out last stop bit
then sets the transmitter empty flag.

End

A2527-01

Figure 11-4. SIO n Data Transmission Process Flow
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11.2.3 Receiver

As for transmissions, the data frame for receptions ispatsgramnable. It consists of a start bit,

5 to 8 data characters, an optional parity bit, and 1 to 2 stop bits. The receiver can be programmed
for even, odd, forced, or no parity. When the receiver detects a parity condition other than what
it was programmed for, it sets a parity error flag. In addition to detecting parity errors, the receiver
can detect break conditions, framing errors, and overrun errors. A break condition indicates that
the received data input is held in the spacing (logic 0) state for longer than a data transmission
time (the time of the start bit + data bits + parity + stop bits). A framing error indicates that the
received character did not have a valid stop bit. An overrun error indicates that new data has over-
written old data before the old data has been read.

Each SIO channel receiver contains a receive shift register, a receive buffer, and a receive data
pin (RXDn). Data received is shifted into the receive shift register via therRp¥ Once a data

byte has been received, the receiver strips off the asynchronous communicatioarhitst¢st,

and parity) and transfers the contents of its shift register to the receive buffer. The RXDO pin is
multiplexed with another function. The pin configuration register (P2CFG) determines whether
the RXDO signal or the alternate function is connected to the package pin.

Baud-rate
Clock

'

RXDn D'_‘) SIOn Receive Shift

(pin mux) Register

z

S10n Receive Buffer

E—

3(D'—>(.n‘<(l)g

3 Receive Buffer Full
(To ICU and DMA)

Smcw

A2327-01

Figure 11-5. SIO n Receiver

The receiver contains a receive buffer full (RBF) and a receive overrun error flag. At reset, RBF
is clear, indicating that tHauffer is empty. When the receiverrigders data from the shift register

to the buffer, RBF is set. Reading the buffer clears RBF. Every time the receiver finishes shifting
data into its shift register, it transfers the contents to its buffer. If the old buffer value is not read
before the shift register has finished shifting in new data, the receiver will transfer the new value
into the buffer, overwriting theld value. This condition is known as a receive overrun error. The
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receiver’s receive buffer full signal can be connected to the interrupt control and DMA-igpits.
ure 11-6shows the process for receiving data.

Select the BCLKIN source and
the receiver input baud rate.

\i
Select the data frame. (Word length,
number of stop bits, and type of

parity.)

Y

Receiver shifts data into shift register
from the RXDn pin.

Was
a framing error
detected?

Was No
a break condition

detected?

Was
a parity error
detected?

Receiver sets Receiver sets Receiver sets

the parity error the framing the break

flag. error flag. interrupt flag.
|

Is

receive
buffer full flag
set?

Yes | Receiver transfers data to
receive buffer and sets —
overrun error flag.

Receiver transfers data to receive
buffer and sets receive buffer full
flag.

Y

End

A2525-01

Figure 11-6. SIO n Data Reception Process Flow
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11.2.4 Modem Control

The modem control logic provides interfacing for four input signals and two output signals used
for handshaking and status indication between then @&t a modem or data set. An external
modem or data set uses the input signals to inform tha 8hen it is ready to establish a com-
munications link (DSR#), when it has detected a data carrier signal (B¥}Dwhen it has de-

tected a telephone ringing signal fR), and when it is ready to exchange data (@) SThe

SIOn uses its output signals to inform the modem or data set when it is ready to establish a com-
munication link (DTR#), and when it is ready to exchange data (RS

The modem output signals can be internally connected to the modem input signals using the SIO
configuration register. In this case, the modem input signals are disconnected from the pins,
RTS is connected to CT#, DTRn# is connected to both D8R and DCD, and \. is con-

nected R

The SIO contains status flags that indicate the current state of the modem control input signals
and status flags that indicate whether any of the modem control input signals have changed state.

11.2.5 Diagnostic Mode

The SIO channels provide a diagnostic mode to aid in isolating faults in the communications link.
In this mode, data that is transmitted is immediately received. This feature allows the processor
to verify the internal transmit and receive data paths of an St@nnel.
The diagnostic mode connections are as follows:

* The transmitter serial output (TXIpis set to a logic 1 state.

* The receiver serial input (RX1) is disconnected from the pin.

* The transmit shift register output is “looped back” into the receive shift register.

* The four modem control inputs (CTS#, DSR#, DCD#, and RI#) are disconnected from the
pins and controlled by modem control register bits.

* The modem control output pins (RTS#, DTR#) are forced to their inactive states.
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11.2.6 SIO Interrupt Sources

The SIOh has four status signals: receiver line status,ivedauffer full, transmit buffer empty,

and modem status. An overrun error, parity error, framing error, or break condition can activate
the receiver line status signal. When the receiver transfers data from its shift register to its buffer,
it activates the receiviauffer full signal. When the tremitter transfers data from its transmit
buffer to its transmit shift register, it activates the transmit buffer empty signal. A change on any
of the modem control input signals activates the modem status signal. When the modem signals
are connected internally either through the configuratigister or the diagnostic mode, changes

of state still activate the modem status signal. For these cases, however, the signal vauoes are
trolled by register bits rather than by external input signals.

The four status signals can be connected (ORed) to the interrupt request sourcer{fsMUH¢R

an interrupt request from this source is detected, you can determinesigriahcaused the re-
quest by reading the SiGtatus flags. When more than one status signal is activated at the same
time, the order that the signals are sent to the interrupt control unit is based on a fixed priority
scheme Table 11-3.

Table 11-4. Status Signal Priorities and  Sources

Priority Status Signal Activated by

1 (highest) | Receiver line status overrun error, parity error, framing error, or
break condition

2 Receive buffer full the receiver transferring data from its shift
register to its buffer

3 Transmit buffer empty | the transmitter transferring data from its
transmit buffer to its transmit shift register

4 (lowest) | Modem status a change on any of the modem control input
signals (CTS#, DCD#, DSR#, and RI#)

The receive buffer full and transmit buffer empty signals can be connected to the DMA request
input signals. The possible connections are as follows: SIOO0 receive buffer full signal to DMA
channel O request input, SIO1 receive buffer full signal to DMA channel 1 requestShpat,
transmit buffer empty signal to DMA channel 1 request input, and SIO1 transmit buffer empty
signal to DMA channel 0 request input.
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11.3 PROGRAMMING

Table 11-Sists the registers associated with the SIO unit and the following sections contain bit
descriptions for each register.

Table 11-5. SIO Registers

. Expanded PC/AT .
Register Address Address Function

PINCFG F826H — Pin Configuration:

(read/write) Connects the SIO1 transmit data (TXD1), data terminal ready
(DTR1#), and request to send (RTS1#) signals to package pins.

P1CFG F820H — Port 1 Configuration:

(read/write) Connects the SIOO0 ring indicator (RI0#), data set ready (DSR0#),
data terminal ready (DTRO#), request to send (RTS0#), and data
carrier detected (DCDO#) signals to package pins.

P2CFG F822H — Port 2 Configuration:

(read/write) Connects the SIOO0 clear to send (CTSO0#), transmit data (TXDO),
and receive data (RXDO) signals to package pins.

P3CFG F824H — Port 3 Configuration:

(read/write) Connects COMCLK to the package pin.

SIOCFG F836H — SIO and SSIO Configuration:

(read/write) Connects the SIOn modem input signals internally or to package
pins and connects either the internal SERCLK signal or the
COMCLK pin to the SIOn baud-rate generator input.

DLLO FAF8H 03F8H Divisor Latch Low:

DLLL F8F8H 02F8H Stores the lower 8 bits of the SIOn baud-rate generator divisor.

(read/write)

DLHO FAF9H 03F9H Divisor Latch High:

DLH1 F8FOH 02FoH Stores the upper 8 bits of the SIOn baud-rate generator divisor.

(read/write)

TBRO FAF8H 03F8H Transmit Buffer:

TBR1 F8F8H 02F8H Holds the data byte to transmit.

(write only)

RBRO FAF8H 03F8H Receiver Buffer:

RBR1 F8F8H 02F8H Holds the data byte received.

(read only)

LCRO FAFBH 03FBH Line Control:

LCRl F8FBH 02FBH Specifies the data frame (word length, number of stop bits, and

(write only) type of parity) for transmissions and receptions. Allows the
transmitter to transmit a break condition.

LSRO FAFDH 03FDH Line Status:

LSR1 F8FDH 02FDH Contains the transmitter empty, transmit buffer empty, receive

(read only) buffer full, and receive error flags.
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Table 11-5. SIO Registers (Continued)

. Expanded PC/AT .
Register Address Address Function

IERO FAF9H 03F9H Interrupt Enable:

'ERl F8F9H 02F9H Independently connects the four signals (modem status, receive

(write only) line status, transmit buffer empty, and receive buffer full) to the
interrupt request input (SIOINTn). Connects the receive buffer full
and transmit buffer empty signals to the DMA request inputs.

IIRO FAFAH 03FAH Interrupt ID:

IIR1 F8FAH 02FAH Indicates whether the modem status, transmit buffer empty,

(read only) receive buffer full, or receiver line status signal generated an
interrupt request.

MCRO FAFCH 03FCH Modem Control:

MC_Rl F8FCH 02FCH Controls the interface with the modem or data set.

(write only)

MSRO FAFEH 03FEH Modem Status:

MSR1 F8FEH 02FEH Provides the current state of the control lines for the modem or

(read only) data set to the CPU.

SCRO FAFFH 03FFH Scratch Pad:

SCR1 ) F8FFH 02FFH An 8-bit read/write register available for use as a scratch pad; has

(read/write) no effect on SIOn operation.

For PC compatibility, the SIO unit accesses its 11 registers through 8 I/O addresses. Tihe RBR
TBRn, and DLLn registers share the same addresses and thed&dRDLH registers share the
same addresses. Bit 7 (DLAB) of the L&Retermines which register a read or write accesses
(Table 11-6.

Table 11-6. Access to Multiplexed Registers

Register Accessed
Expanded Address PC/AT Address
DLAB =0 DLAB=1
FAF8H (read) 03F8H (read) RBRO DLLO
FAF8H (write) 03F8H (write) TBRO DLLO
F4F9H (read/write) 03F9H (read/write) IERO DLHO
F8F8H (read) 02F8H (read) RBR1 DLL1
F8F8H (write) 02F8H (write) TBR1 DLL1
F8F9H (read/write) 02F9H (read/write) IER1 DLH1
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11.3.1 Pin and Port Configuration Registers (PINCFG and P nCFG [n =1-3])

Use PINCFG bits 0-2 to connect the SIO1 signals to package pins.

Pin Configuration Expanded Addr:  F826H

PINCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
— PM6 PM5 PM4 || PM3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit..
6 PM6 Pin Mode:

Setting this bit connects REFRESH# to the package pin. Clearing this bit
connects CS6# to the package pin.

5 PM5 Pin Mode:

Setting this bit connects the timer control unit signals, TMROUT2,
TMRCLK2, and TMRGATEZ2, to the package pins. Clearing this bit
connects the coprocessor signals, PEREQ, BUSY#, and ERROR#, to the
package pins.

4 PM4 Pin Mode:

Setting this bit connects CS5# to the package pin. Clearing this bit
connects DACKO# to the package pin.

3 PM3 Pin Mode:

Setting this bit connects CTS1# to the package pin. Clearing this bit
connects EOP# to the package pin.

2 PM2 Pin Mode:

Setting this bit connects TXD1 to the package pin. Clearing this bit
connects DACK1# to the package pin.

1 PM1 Pin Mode:

Setting this bit connects DTR1# to the package pin. Clearing this bit
connects SRXCLK to the package pin.

0 PMO Pin Mode:

Setting this bit connects RTS1# to the package pin. Clearing this bit
connects SSIOTX to the package pin.

Figure 11-7. Pin Configuration Register (PINCFG)
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Use P1CFG bits 0—4 to connect SIOO0 signals to package pins.

UNIT

Port 1 Configuration

Expanded Addr:  F820H

P1CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

PM7 PM6 PM5 Pma || PM3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic

7 PM7 Pin Mode:
Setting this bit connects HLDA to the package pin. Clearing this bit
connects P1.7 to the package pin.

6 PM6 Pin Mode:
Setting this bit connects HOLD to the package pin. Clearing this bit
connects P1.6 to the package pin.

5 PM5 Pin Mode:
Setting this bit connects LOCK# to the package pin. Clearing this bit
connects P1.5 to the package pin.

4 PM4 Pin Mode:
Setting this bit connects RI0# to the package pin. Clearing this bit
connects P1.4 to the package pin.

3 PM3 Pin Mode:
Setting this bit connects DSRO# to the package pin. Clearing this bit
connects P1.3 to the package pin.

2 PM2 Pin Mode:
Setting this bit connects DTRO# to the package pin. Clearing this bit
connects P1.2 to the package pin.

1 PM1 Pin Mode:
Setting this bit connects RTSO0# to the package pin. Clearing this bit
connects P1.1 to the package pin.

0 PMO Pin Mode:
Setting this bit connects DCDO# to the package pin. Clearing this bit
connects P1.0 to the package pin.

Figure 11-8. Port 1 Configuration Register (P1CFG)
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Use P2CFG bits 5-7 to connect SIOO0 signals to package pins.

Port 2 Configuration Expanded Addr:  F822H

P2CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

PM7 PM6 PM5 Pma || PM3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic

7 PM7 Pin Mode:
Setting this bit connects CTSO0# to the package pin. Clearing this bit
connects P2.7 to the package pin.

6 PM6 Pin Mode:
Setting this bit connects TXDO to the package pin. Clearing this bit
connects P2.6 to the package pin.

5 PM5 Pin Mode:
Setting this bit connects RXDO to the package pin. Clearing this bit
connects P2.5 to the package pin.

4 PM4 Pin Mode:
Setting this bit connects CS4# to the package pin. Clearing this bit
connects P2.4 to the package pin.

3 PM3 Pin Mode:
Setting this bit connects CS3# to the package pin. Clearing this bit
connects P2.3 to the package pin.

2 PM2 Pin Mode:
Setting this bit connects CS2# to the package pin. Clearing this bit
connects P2.2 to the package pin.

1 PM1 Pin Mode:
Setting this bit connects CS1# to the package pin. Clearing this bit
connects P2.1 to the package pin.

0 PMO Pin Mode:
Setting this bit connects CS0# to the package pin. Clearing this bit
connects P2.0 to the package pin.
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Use P3CFG bit 7 to connect the COMCLK pin to the package pin.

Port 3 Configuration Expanded Addr:  F824H

P3CFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
PM7 PM6 PM5 PM4 ‘ ‘ PM3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 PM7 Pin Mode:

Setting this bit connects COMCLK to the package pin. Clearing this bit
connects P3.7 to the package pin.

6 PM6 Pin Mode:

Setting this bit connects PWRDOWN to the package pin. Clearing this bit
connects P3.6 to the package pin.

5 PM5 Pin Mode:

Setting this bit connects INT3 to the package pin. Clearing this bit
connects P3.5 to the package pin.

4 PM4 Pin Mode:

Setting this bit connects INT2 to the package pin. Clearing this bit
connects P3.4 to the package pin.

3 PM3 Pin Mode:

Setting this bit connects INT1 to the package pin. Clearing this bit
connects P3.3 to the package pin.

2 PM2 Pin Mode:

Setting this bit connects INTO to the package pin. Clearing this bit
connects P3.2 to the package pin.

1 PM1 Pin Mode:

Setting this bit connects TMROUT1 to the package pin. Clearing this bit
connects P3.1 to the package pin.

0 PMO Pin Mode:

Setting this bit connects TMROUTO to the package pin. Clearing this bit
connects P3.0 to the package pin.

Figure 11-10. Port 3 Configuration Register (P3CFG)
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11.3.2 SIO and SSIO Configuration Register (SIOCFG)

Use SIOCFG to select the baud-rate generator clock source for the SIO channels and to have a
channel’'s modem input signals connected internally rather than to package pins. Selecting the in-
ternal modem signal connection option connects RTS# to CTS# DTR# to DSR# and DCD#, and
Vcto RI# The modem signal connections for this inteopgilon are shown iffigure 11-20

SIO and SSIO Configuration Expanded Addr:  F836H

SIOCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
SIM SOM — - || - SSBSRC | S1BSRC | SOBSRC
Bit Bit Function

Number Mnemonic
7 S1iM S101 Modem Signal Connections:

Setting this bit connects the SIO1 modem input signals internally.
Clearing this bit connects the SIO1 modem input signals to the package
pins.

6 SOM S100 Modem Signal Connections:

Setting this bit connects the SIO0 modem input signals internally.
Clearing this bit connects the SIO0 modem input signals to the package

pins.

5-3 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.

2 SSBSRC SSIO Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SSIO baud-
rate generator. Clearing this bit connects the internal PSCLK signal to
the SSIO baud-rate generator.

1 S1BSRC SIO1 Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SIO1 baud-
rate generator. Clearing this bit connects the COMCLK pin to the SIO1
baud-rate generator.

0 SOBSRC SIO0 Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SIO0 baud-
rate generator. Clearing this bit connects the COMCLK pin to the SIO0
baud-rate generator.

Figure 11-11. SIO and SSIO Configuration Register (SIOCFG)
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11.3.3 Divisor Latch Registers (DLL n and DLH n)

Use these registers ppogram the baud-rate generator’s output frequency. The baud-rate gener-
ator’'s output determines the transmitter and receiver bit time.

Divisor Latch Low DLLO DLL1

DLLO, DLL1 Expanded Addr:  F4F8H  F8F8H

(read/write) PC/AT Addr: 03F8H  02F8H

Reset State: FFH FFH
7 0
LD7 LD6 LD5 o4 || b3 LD2 LD1 LDO

Divisor Latch High DLHODLH1

DLHO, DLH1 Expanded Addr:  FAF9HF8F9H

(read/write) PC/AT Addr: 03F9HO02F9H

Reset State: FFHFFH
7 0
uD15 uD14 uD13 uD12 ‘ ‘ uD11 uD10 uD9 uD8
Bit Bit Function
Number Mnemonic

DLLn LD7:0 Lower 8 Divisor and Upper 8 Divisor Bits:

(7-0) Write the lower 8 divisor bits to DLLn and the upper 8 divisor bits to
DLHn. The baud-rate generator output is a function of the baud-rate
generator input (BCLKIN) and the 16-bit divisor.

DLHn UD15:8

7-0

(7=0) baud-rate generator output frequency = BCLKIN frequency

16 x divisor
NOTE: The divisor latch registers share address ports with other SIO registers. Bit 7 (DLAB) of
LCRn must be set in order to access the divisor latch registers.

Figure 11-12. Divisor Latch Registers (DLL n and DLH n)
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11.3.4 Transmit Buffer Register (TBR n)

Write the data words to be transmitted to TBRse the interrupt control or DMA units or poll
the serial line status register (L®Ro determine whether the transmit buffer is empty.

Transmit Buffer TBRO TBR1
TBRO, TBR1 Expanded Addr: FAF8H F8F8H
(write only) PC/AT Addr: 03F8H  02F8H
Reset State: FFH FFH
7 0
TB7 TB6 TB5 TB4 ‘ ‘ TB3 TB2 TBL TBO
Bit Bit Function
Number Mnemonic
7-0 TB7:0 Transmit Buffer Bits:

These bits make up the next data word to be transmitted. The transmitter
loads this word into the transmit shift register. The transmit shift register
then shifts the bits out, along with the asynchronous communication bits

(start, stop, and parity). The data bits are shifted out least-significant bit
(TBO) first.

NOTE: The transmit buffer register shares an address port with other SIO registers. Bit 7 (DLAB) of
LCRn must be cleared in order to write to the transmit buffer register.

Figure 11-13. Transmit Buffer Register (TBR n)
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11.3.5 Receive Buffer Register (RBR n)

Read RBR to obtain the last data word receivelde the interrupt control or DMA units or poll
the serial line status register (L®Ro determine whether the receive buffer is full.

Receive Buffer RBRO RBR1

RBRO, RBR1 Expanded Addr: FAF8H F8F8H

(read only) PC/AT Addr: 03F8H  02F8H

Reset State: FFH FFH

7 0
RB7 RB6 RB5 RB4 ‘ ‘ RB3 RB2 RB1 RBO
Bit Bit Function

Number Mnemonic

7-0 RB7:0 Receive Buffer Bits:

These bits make up the last word received. The receiver shifts bits in,
starting with the least-significant-bit. The receiver then strips off the
asynchronous bits (start, parity, and stop) and transfers the received
data bits from the receive shift register to the receive buffer. The least-
significant data bit is received first.

NOTE: The receive buffer register shares an address port with other SIO registers. Bit 7 (DLAB) of
the LCRn must be cleared in order to read the receive buffer register.

Figure 11-14. Receive Buffer Register (RBR n)
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11.3.6 Serial Line Control Register (LCR n)

Use LCRh to provide access to the multiplexed registers, send a break condition, and determine
the data frame for receptions and transmissions.

Serial Line Control LCRO LCR1
LCRO, LCR1 Expanded Addr: FAFBH F8FBH
(write only) PC/AT Addr: 03FBH  02FBH
Reset State: O0H O0H
7 0
| DLAB | SB SP EPS | | PEN STB WLS1 WLS0
Bit Bit Function
Number Mnemonic
7 DLAB Divisor Latch Access Bit:

This bit determines which of the multiplexed registers is accessed.
Setting this bit allows access to the divisor latch registers (DLLn and
DLHn). Clearing this bit allows access to the receiver and transmit buffer
registers (RBRn and TBRn) and the interrupt control register (IERn).

6 SB Set Break:

Setting SB forces the TXDn pin to the spacing (logic 0) state for an entire
transmission time (time of start bit + data bits + parity bit + stop bit).

SP Sticky Parity, Even Parity Select, and Parity Enable:
EPS These bits determine whether the control logic produces (during trans-
PEN mission) or checks for (during reception) even, odd, no, or forced parity.

SP EPS PEN Function

X X 0 parity disabled (no parity option)

0 0 1 produce or check for odd parity

0 1 1 produce or check for even parity

1 0 1 produce or check for forced parity (parity bit = 0)

1 1 1 produce or check for forced parity (parity bit = 1)
2 STB Stop Bits:

This bit specifies the number of stop bits transmitted and received in
each serial character.

0 = 1 stop bit

1 = 2 stop bhits (1.5 stop bits for 5-bit characters)

1-0 WLS1:0 Word Length Select:

These bits specify the number of data bits in each transmitted or
received serial character.

00 = 5-bit character
01 = 6-bit character
10 = 7-bit character
11 = 8-bit character

Figure 11-15. Serial Line Control Register (LCR  n)
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11.3.7 Serial Line Status Register (LSR n)

Use LSk to check the status of the transmitter and receiver.

Serial Line Status LSRO LSR1

LSRO, LSR1 Expanded Addr: FAFDH F8FDH

(read only) PC/AT Addr: O03FDH  02FDH

Reset State: 60H 60H

7 0
—_ TE TBE Bl || FE PE OE RBF
Bit Bit )

Number Mnemonic Function
7 — Reserved. This bit is undefined.
6 TE Transmitter Empty:

The transmitter sets this bit to indicate that the transmit shift register and
transmit buffer register are both empty. Writing to the transmit buffer
register clears this bit.

5 TBE Transmit Buffer Empty:

The transmitter sets this bit after it transfers data from the transmit buffer
to the transmit shift register. Writing to the transmit buffer register clears
this bit.

4 BI Break Interrupt:

The receiver sets this bit whenever the received data input is held in the
spacing (logic 0) state for longer than a full word transmission time.
Reading the receive buffer register or the serial line status register clears
this bit.

3 FE Framing Error

The receiver sets this bit to indicate that the received character did not
have a valid stop bit. Reading the serial line status register clears this bit.

2 PE Parity Error:

The receiver sets this bit to indicate that the received data character did
not have the correct parity. Reading the serial line status register clears
this bit.

1 OE Overrun Error:

The receiver sets this bit to indicate an overrun error. An overrun occurs
when the receiver transfers a received character to the receive buffer
register before the CPU reads the buffer's old character. Reading the
serial line status register clears this bit.

0 RBF Receive Buffer Full:

The receiver sets this bit after it transfers a received character from the
receive shift register to the receive buffer register. Reading the receive
buffer register clears this bit.

Figure 11-16. Serial Line Status Register (LSR n)
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11.3.8 Interrupt Enable Register (IER n)

Use IERh to connect the Si®status signals to the interrupt control and DMA units. All four sta-
tus signals can be connected to the interrupt control unit, while only two status signals can be con-
nected to the DMA unit.

Interrupt Enable IERO IER1

IERO, IER1 Expanded Addr:  F4F9H  F8F9H

(write only) PC/AT Addr: 03F9H  02F9H

Reset State: FFH FFH

7 0
— — — — || ws RLS TBE RBF
Bit Bit )

Number Mnemonic Function
7-4 — Reserved; for compatibility with future devices, write zeros to these bits.
3 MS Modem Status Interrupt Enable:

Setting this bit connects the modem status signal to the interrupt control
unit's SIOINTn input. A change on one or more of the modem input
signals activates the modem status signal.

2 RLS Receiver Line Status Interrupt Enable:

Setting this bit connects the receiver line status signal to the interrupt
control unit's SIOINTn input. Sources for this interrupt include overrun
error, parity error, framing error, and break interrupt.

1 TBE Transmit Buffer Empty Interrupt Enable:

Setting this bit connects the transmit buffer empty signal to the interrupt
control unit's SIOINTn input and the DMA channel n's request input.

SIO channel 0 is connected to DMA channel 1 and SIO channel 1 is
connected to DMA channel 0.

0 RBF Receive Buffer Full Interrupt Enable:

Setting this bit connects the receive buffer full signal to the interrupt
control unit's SIOINTninput and the DMA channel n's request input.

NOTE: The interrupt enable register is multiplexed with the divisor latch high register. Bit 7 (DLAB)
of the line control register must be cleared in order to access the interrupt control register.

Figure 11-17. Interrupt Enable Register (IER n)
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11.3.9 Interrupt ID Register (IIR n)

Use the IIR to determine whether an interrupt is pending and if so, which status signal generated
the interrupt request.

Interrupt 1D IIRO IIR1

IIRO, IIR1 Expanded Addr: F4FAH  F8FAH

(read only) PC/AT Addr: 03FAH 02FAH

Reset State: 01H 01H

7 0
— — — - || = 1S2 IS1 1P#
Bit Bit )

Number Mnemonic Function
7-3 — Reserved. These bits are undefined.
2 1S2:1 Interrupt Source:

If an interrupt is pending (bit 0 = 0), these bits specify which status signal
caused the pending interrupt.

IS2 IS1 Interrupt Source

0 0 modem status signal*

0 1 transmitter buffer empty signal
1 0 receive buffer full signal

1 1 receiver line status signal**

* When one of the modem input signals (CTSm#, DSRn#, RIn#, and
DCDm#) changes state, the modem status signal is activated.

** A framing error, overrun error, parity error, or break interrupt activates
the receiver line status signal

Reading the modem status register clears the modem status signal.
Reading this register or writing to the transmit buffer register clears the
transmit buffer empty signal. Reading the receive buffer register clears
the receive buffer full signal. Reading the receive buffer register or the
serial line status register clears the receiver line status signal.

0 IP# Interrupt Pending:
This bit indicates whether an interrupt is pending.

0 = interrupt is pending
1 = no interrupt is pending

Figure 11-18. Interrupt ID Register (IIR n)
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11.3.10 Modem Control Register (MCR n)

Use MCRh to put SIOn into a diagnostic test mode. In this mode, the modem input signals are
disconnected from the package pins and controlled by the lower founMi®Rand the modem
output signals are forced to their inactive staffégure 11-19.

MCRn.1 ————>| CTS#

RTS#p——— [ ) RTSH#
MCRn.0 ——— | DSR# (forced high)
MCRn.3 = > DCD# DTR# D f——
MCRn.2 =————>| RI# (forced high)

Note: MCRn.1 indicates that modem control register bit 1 controls the CTS input, and so on.

A2529-01

Figure 11-19. Modem Control Signals — Diagnostic Mode Connections

Besides the diagnostic mode, there are two other options for connecting the modem input signals.
You can connect the signals internally using the SIO configuration (SIOCFG) register. The inter-
nal connection mode disconnects the modem input signals from the package pins and connects
the modem output signals to the modem input signals (in this case, the modem output signals re-
main connected to package pins). Sa&gire 11-201In this mode, the values you write to MER

bits 0 and 1 control the state of the modem'’s internal input signals and output pins.

> cTs#
RTSm#
_E: bsry | RTSH ' o
DCD#  prRy ® [ DTRm#
Vee > RI#

A2528-01

Figure 11-20. Modem Control Signals — Internal Connections
The other option is standard mode. In standard mode, the modem input and output signals are

connected to the package pins. In this mode, the values you write to BIGF0 and 1 control
the state of the modem’s output pins.
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Modem Control MCRO MCR1
MCRO, MCR1 Expanded Addr: FAFCH F8FCH
(write only) PC/AT Addr: 03FCH 02FCH
Reset State: O0H O0H
7 0
| — | — — LOOP || ouT2 0ouUT1 RTS DTR
Bit Bit Function
Number Mnemonic

7-5 — Reserved; for compatibility with future devices, write zeros to these bits.
4 LOOP Loop Back Test Mode:

Setting this bit puts the SIOn into diagnostic (or loop back test) mode.
This causes the SIO channel to

e setits transmit serial output (TXDn)

« disconnect its receive serial input (RXDn) from the package pin

« loop back the transmitter shift register’'s output to the receive shift
register’s input

« disconnect the modem control inputs (CTSr#, DSRr#, RIn#, and
DCDm#) from the package pins

« force the modem control outputs (RTSn# and DTRm#) to their
inactive states

3-2 ouT2:1 Test Bits:

In diagnostic mode (bit 4=1), these bits control the ring indicator (RI#)
and data carrier detect (DCD#) modem inputs. Setting OUT1 activates
the internal RI# signal; clearing OUT1 deactivates the internal RI#
signal. Setting OUT2 activates the internal DCD# signal; clear OUT2
deactivates the internal DCD# signal.

1 RTS Ready to Send:

The function of this bit depends on whether the SIOnis in diagnostic
mode (MCRn.4=1), internal connection mode, or standard mode.

In diagnostic mode, setting this bit activates the internal CTS# signal;
clearing this bit deactivates the internal CTS# signal.

In internal connection mode, setting this bit activates the internal CTS#
signal and the RTSn# pin; clearing this bit deactivates the internal CTS#
signal and the RTSr# pin.

In standard mode, setting this bit activates the RTSn# pin; clearing this
bit deactivates the RTSr# pin.

0 DTR Data Terminal Ready:

The function of this bit depends on whether the SIOnis in diagnostic
mode (MCRn.4=1), internal connection mode, or standard mode.

In diagnostic mode, setting this bit activates the internal DSR# signal;
clearing this bit deactivates the internal DSR# signal.

In internal connection mode, setting this bit activates the internal DSR#
and DCD# signals and the DTRr# pin; clearing this bit deactivates the
internal DSR# and DCD# signals and the DTRr# pin.

In standard mode, setting this bit activates the DTRr# pin; clearing this
bit deactivates the DTRr# pin.

Figure 11-21. Modem Control Register (MCR n)
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11.3.11 Modem Status Register (MSR n)

Read MSR to determine the status of the modem control input signals. The upper four bits reflect
the current state of the modem input signals and the lower four bits indicate whether the inputs
have changed state since the last time this register was read.

Modem Status MSRO MSR1
MSRO, MSR1 Expanded Addr: F4FEH F8FEH
(read only) PC/AT Addr: O03FEH O02FEH
Reset State: XOH XOH
7 0
DCD RI DSR CTS ‘ ‘ DDCD TERI DDSR DCTS
Bit Bit )
Number Mnemonic Function
7 DCD Data Carrier Detect:

This bit is the complement of the data carrier detect (DCDn#) input. In
diagnostic test mode, this bit is equivalent to MCRn.3 (OUT2).

6 RI Ring Indicator:

This bit is the complement of the ring indicator (RIn#) input. In diagnostic
test mode, this bit is equivalent to MCRn.2 (OUT1).

5 DSR Data Set Ready:

This bit is the complement of the data set ready (DSRn#) input. In
diagnostic test mode, this bit is equivalent to MCRn.0 (DTR#).

4 CTS Clear to Send:

This bit is the complement of the clear to send (CTSr#) input. In
diagnostic test mode, this bit is equivalent to MCRn.1 (RTS#).

3 DDCD Delta Data Carrier Detect:

When set, this bit indicates that the DCDn# input has changed state
since the last time this register was read. Reading this register clears
this bit.

2 TERI Trailing Edge Ring Indicator:

When set, this bit indicates that the RIn# input has changed from a low
to a high state since the last time this register was read. Reading this
register clears this bit.

1 DDSR Delta Data Set Ready:

When set, this bit indicates that the DSRr# input has changed state
since the last time this register was read. Reading this register clears
this bit.

0 DCTS Delta Clear to Send:

When set, this bit indicates that the CTSr# input has changed state
since the last time this register was read. Reading this register clears
this bit.

Figure 11-22. Modem Status Register (MSR n)
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11.3.12 Scratch Pad Register (SCR n)

SCRnis available for use as a scratch pad. Writing and reading this register has no effect on SIO

operation.

Scratch Pad SCRO SCR1

SCRO, SCR1 Expanded Addr:  F4AFFH  F8FFH

(read/write) PC/AT Addr: 03FFH  02FFH

Reset State: XX XX

7 0
SP7 SP6 SP5 spa || sp3 SP2 SP1 SPO
Bit Bit )

Number Mnemonic Function
7-0 SP7:0 Writing and reading this register has no effect on SIOn operation.

Figure 11-23. Scratch Pad Register (SCR n)

11.4 PROGRAMMING CONSIDERATIONS

Consider the following when programming the SIO.

* The divisor latch low register (DL) is multiplexed with the receive and transimitffer
registers (RBR and TBRh) and the divisor latch high register (DhHis multiplexed with
the interrupt enable register (IER Bit 7 of the serial line control register (L@Rcontrols
which register is accessed.

The SIO contains four status signals: receiver line status, receive buffer full, transmit buffer
empty, and modem status. You can connect (OR) these signals to the interrupt control unit’s
SIOINTh interrupt request ginal using the interrupt enable register (ifERf you receive

an interrupt request on the SIOINTsignal, read the inteupt ID register (IIR) to
determine which status signal caused the request.

Several sources can activate the receiver line status and the modem status signals. If IR
indicates that the receiver line status signal caused an interrupt request, read the serial line
status register (LSR to determine the receive error condition that activated the receiver
line status signal. If IIRindicates that the modem status signal caused an interrupt request,
read the modem status register (MR determine which modem input signal activated

the modem status signal.
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CHAPTER 12
SYNCHRONOUS SERIAL I/O UNIT

The synchronous serial I/0 (SSIO) unit provides 16-bit bidirectional serial communications. The

transmit and receive channels can operate independently (that is, with different clocks) to provide
full-duplex communications. Either channel can originate the clocking signal or receive an exter-
nally generated clocking signal.

This chapter is organized as follows:
* Overview
* SSIO operation
* Programming

¢ Design considerations

12.1 OVERVIEW

The SSIO unit contains a baud-rate generator, transmitter, and receiver. The baud-rate generator
has two possible internal clock sources (PSCLK or SERCLK). The transmitter ainerece

double buffered. They contal6-bit holding buffers and 16-bshift registers. Data to be trans-

mitted is written to the transmit holding buffer. The buffer’s contents are transferred to the trans-
mit shift register and shifted out via the serial data transmit pin (SSIOTX). Data received is
shifted in via the serial data receive pin (SSIORX). Once 16 bits have been received, the contents
of the receive shift register are transferred to the receive buffer.

Both the transmitter and receiver can operate in either master or slave mode. In master mode, the
internal baud-rate generator controls the serial communications by clocking the internal transmit-
ter or receiver. If the transmitter or receiver is enabled in master mode the baud-rate generator’s
signal appears on the transmit or receive clock pin, and is available for clocking an external slave
transmitter or receiver. In slave mode, an external master device controls the serial communica-
tions. An input on the external transmit or receive clock pin clocks the transmitter or receiver.
The transmitter and receiver need not operate in the same mode. This allows the transmitter and
receiver to operate at different frequencies (an internal and an external clock source or two dif-
ferent external clock sources can be used). Figieksthroughl2-4illustrate the various trans-
mitter/receiver master/slave combinations.
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Clock Source

(PSCLK or SERCLK) —>
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Generator
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L »[] STXCLK

SSIOTX
(pin mux)

Y
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Receiver

> SRXCLK

(pin mux)

«—{] SSIORX

A2434-01

Figure 12-1. Transmitter and Receiver in Master Mode
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l«—{] SSIORX

A2435-01

Figure 12-2. Transmitter in Master Mode, Receiver in Slave Mode
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Clock Source —_— Baud-rate

(PSCLK or SERCLK) Generator
aY
S

STXCLK (O—y > Transmitter
> > SSIOTX
e (pin mux)
m
B > . >
u - Receiver a:)ﬁanxr%t)}f)
s

< «——{] SSIORX

a

A2436-01

Figure 12-3. Transmitter in Slave Mode, Receiver in Master Mode

aY
S
STXCLK [O—y > Transmitter
3 :'> SSIOTX
e (pin mux)
m
O it
SRXCLK u > .
(pin mux) S Receiver
< <« SSIORX
U
A2437-01

Figure 12-4. Transmitter and Receiver in Slave Mode
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12.1.1 SSIO Signals

Table 12-1lists the SSIO signals.

Table 12-1. SSIO Signals

Signal

Device Pin or
Internal Signal

Description

Baud-rate
Generator
Clock
Source

Internal signal

Prescaled Clock (PSCLK):

This internal signal is a prescaled value of the internal clock frequency
(CLK2/2). PSCLK is programmable for a range of divide-by values.

Serial Clock (SERCLK):
This internal signal is half the internal clock frequency (CLK2/4).

STXCLK

Device pin
(input or output)

Serial Transmit Clock:

This pin functions as either an output or an input, depending on whether
the transmitter is operating in master or slave mode.

In master mode, STXCLK functions as an output. The baud-rate
generator's output appears on this pin through the transmitter and can
be used to clock a slave receiver.

In slave mode, STXCLK functions as an input clock for the transmitter.

SRXCLK

Device pin
(input or output)

Serial Receive Clock:

This pin functions as either an output or an input, depending on whether
the receiver is operating in master or slave mode.

In master mode, SRXCLK functions as an output. The baud-rate
generator’s output appears on this pin through the receiver and can be
used to clock a slave transmitter.

In slave mode, SRXCLK functions as an input clock for the receiver.

SSIOTX

Device pin
(output)

Transmit Serial Data:

The transmitter uses this pin to shift serial data out of the device. Data is
transmitted most-significant bit first.

SSIORX

Device pin
(input)

Receive Serial Data:

The receiver uses this pin to shift serial data into the device. Data is
received most-significant bit first.

12.2 SSIO OPERATION

The following sections describe the operation of the baud-rate generator, transmitter, and receiv-

er.

12.2.1 Baud-rate Generator

Either the prescaled clock or the serial clock (PSCLK or SERCLK) can drive the baud-rate gen-
erator Figure12-5. The SIO and SSIO configuration register (SIOCFG) selects one of these

sources.
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SIOCFG.2 Baud-rate

Generator

cike [ -2 s SERCLK
PSCLK

0
9-bit Programmable Divider I

Figure 12-5. Clock Sources for the Baud-rate Generator

BCLKIN —>

A2443-01

SERCLK provides a baud-rate input frequency (BCLKIN) of CLK2/4. The PSCLK frequency
depends on the 9-bit programmable divider. The input to the programmable divider is divided by
a 9-bit prescale value + 2.

PSCLK = CLK2/2
prescale value + 2

A prescale value of 0 gives the maximum PSCLK frequency (CLK2/4) and a prescale value of
1FFH (511) gives the minimum PSCLK frequency (CLK2/1026).

The baud-rate generator contains a seven-bit down counter. A programmable baud-rate value
(BV) is the reload value for the counter. The counter codmis from BV to zero, toggles the
baud-rate generator output, then reloads the BV and countsat@im The baud-rate genera-

tor's output is a function of BV and BCLKIN as follows.

BCLKIN

baud-rate output frequency =
P a Y 2BV +2

A BV of 0 gives the maximum output frequency (BCLKIN/2) and a BV of 3FH (63) gives the
minimum output frequency (BCLKIN/128).

If you know the desired baud-rate output frequency, you can determine BV as follows.

By = O BCLKIN 0

—1
b x baud-rate output frequencyD
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The maximum and minimum baud-rate output frequencies with a 25 MHz (CLK2 = 50 MHz) de-
vice are shown iffable 12-2

Table 12-2. Maximum and Minimum Baud-rate Output Frequencies

Baud-rate Value

(BY) Input Frequency (BCLKIN) Output Frequency
0 12.5 MHz 6.25 MHz
(using either SERCLK or PSCLK with a
prescale value of 0)
3FH 24.366 KHz 95.181 Hz
(using PSCLK with a prescale value of
1FFH)

12.2.2 Transmitter

The transmitter contains a 16-bit buffer and a 16-bit shift register. When the transmitter is en-
abled, the contents of the buffer are immediately transferred to the shift register. The shift register
shifts data out via SSIOTX. Either the internal baud-rate generator (master mode) or an input sig-
nal on the STXCLK pin (slave mode) can drive the transmitter. The maximum transmitter input
frequency is 6.25 MHz with a 25 MHz processor clock (CLK2 = 50 MHz). In master mode, the
baud-rate generator must be programmed and enabled prior to eblingnsmitter. In slave
mode, the transmitter must be enabled prior to the application of an external clock.

The transmitter contains a transmit holdmgfer enpty (THBE) flag and a transmit underflow

error flag. At reset, THBE is set, indicating that the buffer is empty. Writing data touffer

clears THBE. When the transmitter transfers data from the buffer to the shift register, THBE is
set. If the transmitter is enabled, it transfers the new contents of the transmit buffer to the shift
register each time the shift register finishes shifting its current contents. If the shift register fin-
ishes shifting out its current contents before a new value is written to the transmit buffer, it reloads
the old value and shifts it out again. This conditioknewn as a transmitter underflow error.

The transmitter also has a transmit holding buffer empty signal. This signal can be connected to
the interrupt control and DMA units. This allows you to use either an interrupt service routine or
a DMA transfer to load new data in the transmit holding buffer.

Figure 12-6shows the process for transmitting data.
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Write data to transmit buffer. This clears the transmit buffer empty flag. Clear
transmit underflow error flag.

Is
transmitter

No

in master
mode?

| Initialize baud-rate generator |

Y

| Enable transmitter. |

>

Y
Transmitter transfers data from buffer to shift register, sets buffer empty flag, and
starts shifting data out (MSB first).

Is
there
more data to
transmit?

No Disable
transmitter.

Y

ITransmitter finishes shifting out data. Least-signficant bit is shifted out. I

Is

Yes transmitter

enabled?

A2441-01

Figure 12-6. Process Flow for Transmitting Data
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If the transmitter is disabled while a data value in the shift register is being shifted out, it continues
running until the last bit is shifted out. Then the shift register stops and the data and clock pins
(SSIOTX and STXCLK) are three-stated; the contents obthger register ar@ot loaded into

the shift register.

If the transmitter is disabled then re-enabled before the current value has been shifted out, it con-
tinues as if it were never disabled.

If you enable the transmitter while the baud-rate generator clock isthggkdata and clock pin

values will be as shown Ifigure 12-7If you enable the transmitter while the baud-rate generator
clock is low, the data and clock pin values will be as showkignre 12-8 These figureshow

master mode, single word transfers. At the end of transmission, STXCLK and SSIOTX are three-
stated and require external pull-up resistors. For single word transfers, you must enable the trans-
mitter, which starts the shifting process, then disable the transmitter before 16 bits are shifted out.

\ |
Generator Clock , | \ | 1
I I I I I I
Transmitter Enable ( | \ | 1 | | !
I I I I I
Float | 1 | | | Float
STXCLK _.}\_/_\_/_\_/_\_. * '_/_\._./—\{u—
Float — \ \ ' \ \ Fl
oat oat
ssiotx ——  TtB1s X TBl4 X TBI3 x -
I T 1 1 I I

A2445-01

Figure 12-7. Transmitter Master Mode, Single Word Transfer (Enabled when Clock is High)

I |
Generator Clock
Transmitter Enable { \
I
Float | Float
I

1
1
1
1
1
I I 1
=) 1 1 1 1 1 A
loat oat
1 1 1 1 1

A2444-01

Figure 12-8. Transmitter Master Mode, Single Word Transfer (  Enabled when Clock is Low)
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Operation in transmitter slave mode is similar to master mode, except the transmitter is clocked
from the STXCLK pin. When the transmitter is enabled any time during the STXCLK clock cy-
cle, TB15 appears on the SSIOTX pin and remains on the pin until the second falling edge of
STXCLK.

12.2.3 Receiver

The receiver contains a 16-bit holdibgffer and a 16-bishift register. When enabled, the shift
register shifts data in via the SSIORX pin. After the receiver shifts in 16 bits of data, the contents
of the shift register are transferred to the buffer. Either the internal baud-rate generator (master
mode) or an input signal on the SRXCLK pin (slave mode) can clock the receiver. The maximum
receiver input frequency is 6.25 MHz with a 25 MHz processor clock (CLK2 = 50 MHz).

The receiver contains a receive holding buffer full flag (RHBF) and a receive overflow error flag.
Atreset, RHBF is clear, indicating that the buffer is empty. When the receiver transfers data from
the shift register to the buffer, RHBF is set. Reading the buffer clears RHBF. If the receiver is
enabled, it transfers the contents of the shift register to the receive buffer each time the shift reg-
ister finishes shifting its current contents. If the shift register finishes shifting in its current con-
tents before the old value is read from the receive buffer, the receiver will transfer the new value
into the buffer, overwriting the old value. This condition is known as a receive overflow error.

The receiver also has a receive holding buffer full signal. This signal can be connected to the in-
terrupt control and the DMA units. This allows you to use either an interrupt servigerout
DMA transfer to read data from the receive holding buffer.

Figure 12-9shows the process flow for receiving data.
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mode?

No

| Initialize baud-rate generator. |

| Receiver transfers data from buffer to shift register and sets buffer full flag. |
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Y
| Enable receiver. |
\
| Data is shifted into the receive shift register, most-significant bit first. |
>
Y

more data to
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Y
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\

| Receiver finishes shifting in data. Least-significant bit is shifted in. |

A2442-01

Figure 12-9. Process Flow for Receiving Data
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If the receiver is disabled while a data value is being shifted into the shift register, it continues
running until the last bit is shifted in. Then the shift register is loaded into the buffer register, the
shift register stops and the clock pin (SRXCLK) is three-stated.

If the receiver is disabled then enabled before the current word has been shifted in, it continues
as if it were never disabled.

Figure 12-10shows the serial receive data (SSIORX) pin values for a master mode, single word
transfer. For single word transfers, it is necessary to enable the receiver, starting thepsbifting
cess, then disable the receiver before 16 bits are shifted in.

Baud-rate _/_\_/_\_/_\_/_\_. . ._[_\_/_\_[_\
Generator Clock f , | f
I I I I
Receiver Enable _m:_\ | | | |
I I I I I

Float | Float

SRXCLK —N_l_\_[_\_° * '__/_U\—

I I I

SSIORX  Ignored X reis X reus X:- e o mB1 X RBO X Ignored

I 1 1

A2446-01

Figure 12-10. Receiver Master Mode, Single Word Transfer

Operation in receiver slave mode is similar to master mode, except the receiver is clocked from
the SRXCLK pin. When the receiver is enabled any time during the SRXCLK clock cycle, data
on the SSIORX pin is latched into the shift register at the next rising edge of SRXCLK. The SRX-
CLK and SSIORX pins are three-stated and require external pull-up resisters.

12.3 PROGRAMMING

Table 12-3ist the registers associated with the SSIO and the following sections contain bit de-
scriptions for each register.

Table 12-3. SSIO Registers

Register E:é)gpeiesd Function
PINCFG F826H Pin Configuration:
(read/write) Connects the serial receive clock signal (SRXCLK) and the transmit serial data
signal (SSIOTX) to the package pin.
SIOCFG F836H SIO and SSIO Configuration:
(read/write) Selects the baud-rate generator’s clock source, SERCLK or PSCLK.
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Table 12-3. SSIO Registers (Continued)

Register E:é)gpeiesd Function

CLKPRS F804H Clock Prescale:

(write only) Controls the frequency of PSCLK.

SSIOBAUD | F484H SSIO Baud-rate Control:

(write only) Enables the baud-rate generator and determines its baud rate. In master mode,
the transmitter and receiver are clocked by the baud-rate generator.

SSIOCTR F48AH SSIO Baud-rate Count Down:

(read only) Indicates whether the baud-rate generator is enabled and reflects the current
value of the baud-rate down-counter.

SSIOCON1 | F486H SSIO Control 1:

(read/write) Enables the transmitter and receiver, indicates when the transmit buffer is
empty and the receive buffer is full, connects the transmit buffer empty and
receiver buffer full signals to the interrupt control and DMA units. SSIOCON1
also indicates two error conditions: the transmit underflow and receiver
overflow.

SSIOCON2 | F488H SSIO Control 2:

(read/write) Selects whether the transmitter and receiver are in master or slave mode. In
master mode, the baud-rate generator clocks the transmitter or receiver. In
slave mode, an external master clocks the transmitter or receiver.

SSIOTBUF | F480H SSIO Transmit Buffer:

(write only) Holds the 16-bit data word to transmit. Data is transmitted most-significant bit
first.

SSIORBUF | F482H SSIO Receive Buffer:

(read only) Holds the 16-bit data word received. Data is received most-significant bit first.
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12.3.1 Pin Configuration Register (PINCFG)

The serial receive clock (SRXCLK) and transmit serial data (SSIOTX) pins are multiplexed with
other functions. Use PINCFG bits 0 and 1 to select the pin functions.

Pin Configuration Expanded Addr:  F826H

PINCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
— PM6 PM5 Pma || Pm3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.
6 PM6 Pin Mode:

Setting this bit connects REFRESH# to the package pin. Clearing this bit
connects CS6# to the package pin.

5 PM5 Pin Mode:

Setting this bit connects the timer control unit signals, TMROUT2,
TMRCLK2, and TMRGATE2, to the package pins. Clearing this bit
connects the coprocessor signals, PEREQ, BUSY#, and ERROR#, to the
package pins.

4 PM4 Pin Mode:

Setting this bit connects the CS5# to the package pin. Clearing this bit
connects DACKO# to the package pin.

3 PM3 Pin Mode:

Setting this bit connects CTS1# to the package pin. Clearing this bit
connects EOP# to the package pin.

2 PM2 Pin Mode:

Setting this bit connects TXD1 to the package pin. Clearing this bit
connects DACK1# to the package pin.

1 PM1 Pin Mode:

Setting this bit connects DTR1# to the package pin. Clearing this bit
connects SRXCLK to the package pin.

0 PMO Pin Mode:

Setting this bit connects RTS1# to the package pin. Clearing this bit
connects SSIOTX to the package pin.

Figure 12-11. Pin Configuration Register (PINCFG)

12-13



SYNCHRONOUS SERIAL I/O UNIT Int9I®

12.3.2 SIO and SSIO Configuration Register (SIOCFG)

Use SIOCFG bit 2 to connect either PSCLK or SERCLK to the baud-rate generator’s input
(BCLKIN).

SIO and SSIO Configuration Expanded Addr:  F836H

SIOCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
SIM SOM — - ]| = SSBSRC | S1BSRC | SOBSRC
Bit Bit Function

Number Mnemonic
7 S1iM S101 Modem Signal Connections:

Setting this bit connects the SIO1 modem signals internally. Clearing this
bit connects the SIO1 modem signals to the package pins.

6 SOM S100 Modem Signal Connections:

Setting this bit connects the SIO0 modem signals internally. Clearing this
bit connects the SIO0 modem signals to the package pins.

5-3 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
2 SSBSRC SSIO Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SSIO baud-
rate generator. Clearing this bit connects the internal PSCLK signal to
the SSIO baud-rate generator.

1 S1BSRC SI01 Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SIO1 baud-
rate generator. Clearing this bit connects the COMCLK pin to the SIO1
baud-rate generator.

0 SOBSRC SI00 Baud-rate Generator Clock Source:

Setting this bit connects the internal SERCLK signal to the SIO0 baud-
rate generator. Clearing this bit connects the COMCLK pin to the SIO0
baud-rate generator.

Figure 12-12. SIO and SSIO Configuration Register (SIOCFG)
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12.3.3 Prescale Clock Register (CLKPRS)

Use CLKPRS to program the PSCLK frequency.

Clock Prescale Register Expanded Addr:  F804H
CLKPRS PC/AT Addr: —
(write only) Reset State: 0000H
15 8
= - [ -1 = JL =717 =1 = [ Ps |
7 0
| ps7 ps6 | pPss | pPsa || pPs3 | ps2 | pst | pso |
Bit Bit Function
Number Mnemonic
15-9 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
8-0 PS8:0 Prescale Value:
These bits determine the divisor that is used to generate PSCLK. Legal
values are from 0000H (divide by 2) to 01FFH (divide by 513).
divisor = prescale value + 2

Figure 12-13. Clock Prescale Register (CLKPRS)
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12.3.4 SSIO Baud-rate Control Register (SSIOBAUD)

Use SSIOBAUD to enable the baud-rate generator and determine the baud-rate generator’s sev-
en-bit down counter’s reload value (BV).

SSIO Baud-rate Control Expanded Addr:  F484H

SSIOBAUD PC/AT Addr: —

(write only) Reset State: 00H

7 0
BEN BV6 BV5 BV4 ‘ ‘ BV3 BV2 BV1 BVO
Bit Bit Function

Number Mnemonic
7 BEN Baud-rate Generator Enable:

Setting this bit enables the baud-rate generator. Clearing this bit
disables the baud-rate generator and clears the baud-rate count value.

6-0 BV6:0 Baud-rate Value:

The baud-rate value (BV) is the reload value for the baud-rate
generator’'s seven-bit down counter. The baud-rate generator’s output is
a function of BV and the baud-rate generator’s input (BCLKIN), as
follows.

baud-rate output frequency = Sk
2BV +2

If you know the desired output baud-rate frequency, you can determine
BV as follows.

By < O BCLKIN 0

—1
b x baud-rate output frequencyD

Figure 12-14. SSIO Baud-rate Control Register (SSIOBAUD)
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12.3.5 SSIO Baud-rate Count Down Register (SSIOCTR)

Read SSIOCTR to determine the status of the baud-rate generator.

Baud-rate Count Down Expanded Addr:  F48AH
SSIOCTR PC/AT Addr: —
(read only) Reset State: 00H
7 0
BSTAT CV6 CV5 Cv4 ‘ ‘ Cv3 Cv2 Cv1 CVo
Bit Bit Function
Number Mnemonic
7 BSTAT Baud-rate Generator Status:
When this bhit is clear, the baud-rate generator is disabled. When this bit
is set, the baud-rate generator is enabled.
6-0 CV6:0 Current Value:
These bits indicate the current value of the baud-rate down counter.

Figure 12-15. SSIO Baud-rate Count Down Register (SSIOCTR)
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12.3.6 SSIO Control 1 Register (SSIOCON1)

SSIOCONL1 contains both transmit and receive control and status bits. Use the control bits to en-
able the receiver and transmitter and to connect the transmit buffer empty and receive buffer full
signals to the interrupt control and DMA units. The status bits indicate that the transmit buffer is
empty, a transmit underflow error occurred, the receive buffer is full, or a receive overflow error
occurred.

Both the transmit buffer empty and the receiver buffer full signals can be connected (ORed) to
the interrupt request source (SSIOINT). When an interrupt request from this source is detected,
you can determine which signal caused the request by reading the SSIOCONL1 receiver buffer full
and transmit buffer empty status bits.
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SSIO Control 1

SSIOCON1
(read/write)

7

Expanded Addr:
PC/AT Addr:
Reset State:

F486H

COH

TUE

THBE

TIE TEN ROE RHBF RIE REN

Bit
Number

Bit
Mnemonic

Function

7

TUE

Transmit Underflow Error:

The transmitter sets this bit to indicate a transmit underflow error. Write
zero to this bit to clear the flag. If you write a one to TUE, the one is
ignored and TUE retains its previous value.

THBE
(read only bit)

Transmit Holding Buffer Empty:

The transmitter sets this bit when the transmit buffer contents have been
transferred to the transmit shift register, indicating that the buffer is now
ready to accept new data. When this bit is clear, the buffer is not ready to
accept any new data. Writing data to the transmit buffer clears THBE.

TIE

Transmitter Interrupt Enable:

Setting this bit connects the transmit buffer empty internal signal to the
interrupt control and DMA units. Clearing this bit prevents the interrupt
control and DMA units from sensing when the transmit buffer is empty.

TEN

Transmitter Enable:

Setting this bit enables the transmitter. Clearing this bit disables the
transmitter.

ROE

Receive Overflow Error:

The receiver sets this bit to indicate a receiver overflow error. Write zero
to this bit to clear the flag. If you write a one to ROE, the one is ignored
and ROE retains its previous value.

RHBF
(read only bit)

Receive Holding Buffer Full:

The receiver sets this bit when the receive shift register contents have
been transferred to the receive buffer. Reading the buffer clears this bit.

RIE

Receive Interrupt Enable:

Setting this bit connects the receiver buffer full internal signal to the
interrupt control and DMA units. Clearing this bit prevents the interrupt
control and DMA units from sensing when the receive buffer is full.

REN

Receiver Enable:

Setting this bit enables the receiver. Clearing this bit disables the
receiver.

Figure 12-16. SSIO Control 1 Register (SSIOCONL1)
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12.3.7 SSIO Control 2 Register (SSIOCON2)

Use SSIOCONZ2 to put the transmitter or receiver in master or slave mode.

SSIO Control 2 Expanded Addr:  F488H

SSIOCON2 PC/AT Addr: —

(read/write) Reset State: 00H

7 0

_ _ _ _ H — — TXMM RXMM

Bit Bit Function
Number Mnemonic
7-2 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
1 TXMM Transmit Master Mode:

Setting this bit puts the transmitter in master mode. Clearing this bit puts
the transmitter in slave mode.

In master mode, the internal baud-rate generator controls the transmit
serial communications. The baud-rate generator’s output clocks the
internal transmitter and appears on the STXCLK pin.

In slave mode, an external device controls the transmit serial communi-
cations. An input on the STXCLK pin clocks the transmitter.
0 RXMM Receive Master Mode:

Setting this bit puts the receiver in master mode. Clearing this bit puts
the receiver in slave mode.

In master mode, the internal baud-rate generator controls the receive
serial communications. The baud-rate generator’s output clocks the
internal receiver and appears on the SRXCLK pin.

In slave mode, an external device controls the receive serial communi-
cations. An input on the SRXCLK pin clocks the receiver.

Figure 12-17. SSIO Control 2 Register (SSIOCONZ2)
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12.3.8 SSIO Transmit Holding Buffer (SSIOTBUF)

Write the data words to be transmitted to SSIOTBUF. Use the interrupt control or DMA units or
read SSIOCONL1 to determine whether the transmit buffer is empty.

Transmit Holding Buffer Expanded Addr:  F480H
SSIOTBUF PC/AT Addr: —
(write only) Reset State: 0000H
15 8
| t8is | T84 | TB1e | TR12 || 7B | TBIO | TBO | TBS |
7 0
| t7 | me | T | TBa || TB3 [ TB2 | TBL | TBO |
Bit Bit Function
Number Mnemonic
15-0 TB15:0 Transmit Buffer Bits:
These bits make up the next data word to be transmitted. The control
logic loads this word into the transmit shift register. The transmit shift
register shifts the bits out, starting with the most-significant bit (TB15).

Figure 12-18. SSIO Transmit Holding Buffer (SSIOTBUF)
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12.3.9 SSIO Receive Holding Buffer (SSIORBUF)

Read SSIORBUF to obtain the last data word received. Use the interrupt control or DMA units
or read SSIOCON1 to determine whether the receive buffer is full.

Receive Holding Buffer Expanded Addr:  F482H
SSIORBUF PC/AT Addr: —
(read only) Reset State: 0000H
15 8
| Re1s | RrB14 | RBI3 | RBI2 || RB11 | RBIO | RBO | RB8 |
7 0
| re7 | mree | Res | Rre4 || RB3 | RB2 | RB1 | RBO |
Bit Bit Function
Number Mnemonic
15-0 RB15:0 Receive Buffer Bits:
This register contains the last word received. The receive shift register
shifts bits in, starting with the most-significant bit. The control logic then
transfers the received word from the receive shift register to SSIORBUF.

Figure 12-19. SSIO Receive Holding Buffer (SSIORBUF)

12.4 DESIGN CONSIDERATIONS

The transmit buffer empty signal can be connected to the interrupt control and DM Adomits.
ever, at high baud-rates interrupt latency is too long to prevent a transmit underflow error. For
these cases, use the DMA to load the data to be transmitted into the transmit buffer.

To illustrate this point, assume the maximum input transmit baud-rate of 6.25 MHz. To prevent
a transmit underflow error, a new 16-bit data word must be written to the transmit buffer before
the transmit shift register shifts out 16 bits.

16 bits x ; = 16 x160 ns = 2560 ns
.25 MHz

At 25 MHz, one clock is 40 ns. The transmit buffer must be reloaded within 64 ¢Xx8&/40),

but interrupt latency is longer than 64 clocks. Therefore, the DMA unit is required to load the
transmit buffer.
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CHAPTER 13
INPUT/OUTPUT PORTS

I/O ports allow you to transfer information between the processor and the surrounding system cir-
cuitry. They are typically used to read system status, monitor system operation, output device sta-
tus, configure system options, and generate control signals.

This device’s I/O port pins are multiplexed with peripheral pin functions. With this multiplexed
arrangement, you can use just those peripheral functions required for your design and use any re-
maining pins for general-purpose 1/0. For example, this device offers eight chip-select lines, five
of which (CS0#-CS4#) amaultiplexed with I/O port pins. If your design doesn’t need all eight
chip-selects, you can use five pins (P2.0-P2.4) for I/O.

This chapter describes the 1/0 ports and explains how to configure them. The information is ar-
ranged as follows:

* Overview

* Programming

¢ Design considerations

13.1 OVERVIEW

This device has three 8-bit bidirectional 1/O ports, all of which are functionally iderfticalré
13-1). Each port has three control registers and a status register.
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Figure 13-1. 1/O Port Block Diagram

All three ports share pins with internal peripherals (&eae 13-3 on page 13:4f your design

does not require a pin’'s peripheral function, you can individually configure that pin for use as an
I/O port. For example, if you don’t need serial channel 0, you can use P1.4-P1.0 and P2.7-P2.5
as /0O ports and still allow the bus interface unit to use P1.7-P1.5 and the chip-select unit to use

P2.4-P2.0.

Each pin can operate either in I/O mode or in peripheral mode. In I/O mode, a pin has three pos-

sible configurations:

* high-impedance input

* open-drain output (requires an external pull-up)

* complementary output
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In I/O mode, software controls the direction (input or output) of each pin and the value of each
output pin. In peripheral mode, the internal peripheral controls the pin. Some pins function as in-
puts and others function as outpufiable 13-1lists the port pins with their reset status, multi-

INPUT/OUTPUT PORTS

plexed peripheral functions, direction (input or output), and associated internal peripheral.

Table 13-1. Pin Multiplexing

Port Pin Peripheral Function
n | ReseSaus | ggna | Orecton | ntenal
P1.0 wk 1 DCDO# | SI00
P1.1 wk 1 RTSO# (0] SIO0
P1.2 wk 1 DTRO# O SIO0
P1.3 wk 1 DSRO# | SIO0
P1.4 wk 1 RIO# | SIO0
P1.5 wk 1 LOCK# O BIU
P1.6 wk 0 HOLD | BIU
P1.7 wk 0 HLDA O BIU
P2.0 wk 1 CSo# (0] CSuU
P2.1 wk 1 CS1# (0] CSuU
P2.2 wk 1 CS2# (0] CSu
P2.3 wk 1 CS3# (0] (6351V]
P2.4 wk 1 CSa# (0] CSuU
P2.5 wk 0 RXDO | SI00
P2.6 wk 0 TXDO (0] SI100
P2.7 wk 1 CTSO# | SI00
P3.0 wk O TMROUTO O Timer O
P3.1 wk 0 TMROUT1 O Timer 1
P3.2 wk 0 INTO | ICU
P3.3 wk 0 INT1 | ICU
P3.4 wk 0 INT2 | ICU
P3.5 wk 0 INT3 | ICU
P3.6 wk 0 PWRDOWN O CLK & PM
P3.7 wk 0 COMCLK I SI00, SI01
NOTES:

1.  wkO = weakly pulled down; wk1 = weakly pulled up.

2. I=input; O = output.
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13.2 PROGRAMMING

Each port has three control registers and a status register associatedrafiteii3-2. The con-

trol registers (ARCFG, MDIR, and PLTC) can be both read and written. The status register (P

PIN) can only be read. All four registers reside in I/O address space.

Table 13-2. 1/O Port Registers

Register | Address Description
P1CFG F820H Port n Mode Configuration:
P2CFG F822H Each bit controls the mode of the associated pin. Setting a bit selects peripheral
P3CFG F824H mode; clearing a bit selects I/O mode.
P1DIR F864H Port n Direction:
P2DIR F86CH Each bit controls the direction of a pin that is in /O mode. Setting a bit configures a
P3DIR F874H pin as either an input or an open-drain output; clearing a bit configures a pin as a
complementary output. If a pin is in peripheral mode, this value is ignored.
P1LTC F862H Port n Data Latch:
P2LTC F86AH Each bit contains data to be driven onto an output pin that is in I/O mode. Write the
P3LTC F872H desired pin state value to this register. If a pin is in peripheral mode, this value is
ignored.
Reading this register returns the value in the register—not the actual pin state.
P1PIN F860H Port n Pin State:
P2PIN F868H Each bit of this read-only register reflects the state of the associated pin. Reading
P3PIN F870H

this register returns the current pin state value, regardless of the pin’s mode and
direction.

13.2.1 Pin Configuration

You select the operating mode of each pin by writing to the associa@3Pbit Figure 13-2.

Setting a bit selects peripheral mode; clearing a bit selects I/O mode. Internal peripherals control

pins configured for peripheral mode, while theDPR (Figure 13-3 and mMLTC (Figure 13-3
registers control pins configured for /O modi@ble 13-3hows the RDIR and MLTC register

values that determine the pin direction and state. Noteythatnustprogram both registers to

configure the pins correctly.
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Table 13-3. Control Register Values for I/O Port Pin Configurations

Desired Pin Configuration Desired Pin State P| nDIR | PnLTC

High-impedance input high impedance 1 1
) high impedance 1 1
Open-drain output
0 1 0
c | 1 0 1
omplementary output
p y outp 0 0 0
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To use a pin as a high-impedance input, set the associddd Bnd PLTC bits. This results in
a high-impedance (input) state at the pin, allowing external hardware to drive it.

To use a pin as an open-drain output, set the associzibd& Bit and write the desired value to
the MLTC bit. A one results in a high-impedance state at the pin, allowing external hardware to
drive it. A zero is strongly driven onto the pin.

To use a pin as a complementary output, clear the associddé Bit and write the desired val-
ue to the BLTC bit. This value is strongly driven onto the pin.

Regardless of the pin’s configuratigrmu can read therfPIN register Figure13-5) to determine
the current pin state.

Port Mode Configuration Enhanced Addr:  F820H, F822H, F824H
PnCFG (n=1-3) PC/AT Address: —
(read/write) Reset State: 00H
7 0
PM7 PM6 PM5 PMa || Pm3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic
7-0 PM7:0 Pin Mode:
1 = Places pin in peripheral mode, controlled by the internal peripheral
0 = Places pin in /0O mode, controlled by PnDIR and PnLTC registers.

Figure 13-2. Port Mode Configuration Register (P nCFG)

Port Dlrection Enhanced Addr:  F864H, F86CH, F874H
PnDIR (n=1-3) PC/AT Address: —
(read/write) Reset State: FFH
7 0
PD7 PD6 PD5 P4 || PD3 PD2 PD1 PDO
Bit Bit )
Number Mnemonic Function
7-0 PD7:0 Pin Direction:
1 = Configures the pin as an open-drain output or high-impedance input.
0 = Configures the pin as a complementary output.

Figure 13-3. Port Direction Register (P nDIR)
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Port Data Latch Enhanced Addr:  F862H, F86AH, F872H
PnLTC (n=1-3) PC/AT Address: —
(read/write) Reset State: FFH
7 0
PL7 PL6 PL5 PLa || PL3 PL2 PL1 PLO
Bit Bit Function
Number Mnemonic
7-0 PL7:0 Port Data Latch:
Writing a value to a PL bit causes that value to be driven onto the corre-
sponding pin.

For a complementary output, write the desired pin value to its PL bit.
This value is strongly driven onto the pin.

For an open-drain output, a one results in a high-impedance (input) state
at the pin, allowing external hardware to drive it. A zero is strongly driven
onto the pin.

For a high-impedance input, write a one to the corresponding PL bit. A
one results in a high-impedance state at the pin, allowing external
hardware to drive it.

Figure 13-4. Port Data Latch Register (P nLTC),

Port Pin State Enhanced Addr:  F860H, F868H, F870H
PnPIN (n=1-3) PC/AT Address: —
(read only) Reset State: XX
7 0
PS7 PS6 PS5 psa || Ps3 PS2 PS1 PSO
Bit Bit )
Number Mnemonic Function
7-0 PS7:0 Pin State:
Reading a PS bit returns the logic state present on the associated port
pin.

Figure 13-5. Port Pin State Register (P nPIN)
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13.2.2 Initialization Sequence

After a device reset, a weak transistor holds each pin high or low until user software writes to the
PnCFG register. (Se&in Status During and After Reset” on pddge8for details.) The pins are
configured as inputs in I/O port mode. To ensure that the pins are initialized correctly and that the
weak transistors are turned off, follow tkisggested initializain sequence.

NOTEEven if you want to use the entire port as 1/O (its default configuration after reset),
you must write to P nCFG to turn off the weak transistors.

1. Write to MLTC to specify the pin value. Writing tonPTC before PDIR ensures that
output pins initialize to known values.

— For an output pin, write the data that is to be driven by the pin toliff®bit.
— For aninput pin, set itsHRTC bit.

2. Write to MDIR to specify the pin direction.
— To configure a pin as a complementary output, cleamBiR bit.
— To configure a pin as an input or open-drain output, sehDdFP bit.

3. Write to MCFG to turn off the weak transistors and select either 1/O or peripheral mode.
— To configure a pin for I/O mode, clear ite@GFG bit.
— To configure a pin for peripheral mode, set itCPG bit.

13.3 DESIGN CONSIDERATIONS

This section outlines considerations for the 1/0 ports.

¢ Ports 1 and 2 can drive 8mA of current. Port 3 can drive 16 mA; however, only two Port 3
pins can simultaneously source or sink a full 16mA.

* Use read/modify/write operations to set and clear bits.
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13.3.1 Pin Status During and After Reset

A device reset applies an asynchronous reset signal to the port pins. To avoid contention with ex-
ternal drivers, the pins are configured as inputs in I/O port mode. To prevent pins from floating,
a weak pull-up or pull-down transistor holds each pin high or able 13-4. Writing to the

PnCFG register (regardless of the value written) turns off these transistors. For example, writing
any value to P1CFG after a reset turns off the weak pull-down transistors on P1.7—P1.6 and the
weak pull-up transistors on P1.5-P1.0. The transistors remain off until the next reset.

Table 13-4. Pin Reset Status

Port 1 Port 2 Port 3
. Reset . Reset . Reset
Pin Status Pin Status Pin Status

P1.0 wk 1 P2.0 wk 1 P3.0 wk 0
P1.1 wk 1 P2.1 wk 1 P3.1 wk 0
P1.2 wk 1 pP2.2 wk 1 P3.2 wk 0
P1.3 wk 1 P2.3 wk 1 P3.3 wk 0
P1.4 wk 1 P2.4 wk 1 P3.4 wk 0
P1.5 wk 1 P2.5 wk 0 P3.5 wk 0
P1.6 wk 0 P2.6 wk 0 P3.6 wk 0
P1.7 wk 0 pP2.7 wk 1 P3.7 wk 0
NOTE: wk 0 = weakly pulled low; wk 1 = weakly pulled high
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CHAPTER 14
CHIP-SELECT UNIT

The chip-select unit has eight lineschannelsallowing direct access to up to eight devices. You

can individually configure the channels for compatibility with a variety of devices. Each channel
can operate in either 16-bit or 8-bit bus mode, generate up to 31 wait states, and either terminate
a bus cycle automatically or wait for a ready signal.

This chapter is organized as follows:
* Overview
* CSU operation

* Programming

14.1 OVERVIEW

Each chip-select channel consists of address and mask registers and an output signal. The addres
and mask registers allow you to define memory or I/O address blocks for each channel. You also
specify whether or not the chip-select is activated when the processor is operating in system man-
agement mode. When the processor accesses a channel’s address block, the CSU activates the
channel’s output signal. Connecting a channel’s output to a memory or I/O device simplifies
memory and I/O interfacing by removing the need and delay of decoding addresses externally.

14.2 CSU OPERATION

Each chip-select channel functions independently. The following sections describe chip-select
channel address blocks, system management mode support, and bus cycle length and bus size
control.

14.2.1 Defining a Channel’'s Address Block

A 15-bit channel addressad mask are used to specify a channel’s active address block. When
the processor accesses an address in memory or I/O, the upper 15 bits of the address are compare
to the chip-select channel address and OR’d with the channel mask. This means that the CSU
compares the channel address and ORs the channel mask to A25:A11 for memory addresses anc
A15:A1 for I/O addresses. Ones in the channel’s mask exclude thepmamoing bits from ad-

dress comparisonEigure 14-1shows the logic for determining address equality.
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15-bit Channel Address
bit x

Address

bit x )
Chip-select

Channel Output

bit x
15-bit Channel Mask |

A2533-01

Figure 14-1. Channel Address Comparison Logic

The lower address bits are excluded from address comparisons. This means that for memory ad-
dresses, which have 26-bit addresses, the minimum channel address block size is 2 Kbytes; for
I/O addresses, which have 16-bit addresses, the minimum channel address block size is 2 bytes.

Because you can set ones in the channel mask to exclude certain address bits from comparisons,
you can increase the size of a channel’'s address blocks (by multiples of 2 Kbytes for memory ad-
dresses and by multiples of 2 bytes for /O addresBag)re 14-2illustrates how memory ad-

dress block sizes are determined from the channel’s mask; the concept is the same for I/O address
block sizes, just replace Kbyte with byte. As showtrigure 14-2 the bit location of the first

zero in the channel mask determines the channel’s active address block size.

15-bit Channel Mask Block Size

15 1

XXX XXX IXIXIXIXIXIXIXT0] 2" = 2 Kbyte

XXX XX IXIXIXIXIXIXIXTXToTa] - 2%= 4 koyte

XXX XXX IXIXIXIXIXTOTE]E]  2°= 8 Kbyte
.

PLEGEAT A alalalz] 2= 32768 Koyte
16
[tfafafafafafafala]a]a]afa]a]1] 2= 65536 Kbyte

A2534-01

Figure 14-2. Determining a Channel's Address Block Size
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Any ones that follow the first zero determine the number of blocks and the locations where the
blocks are repeated. This is best illustrated by the following four examples. The examples assume
the channel is configured for memory addresses; however, the concepts discussed also apply to
I/O-configured channels.

Example 1

This example establishes a sin@2-Kbyte addresblock starting atl340000H (a 32-Kbyte
boundary). In this example, ti&-bit chainel address is the starting address of the channel’s ac-
tive address block (because there are no 1's in the channel mask where there are 1's in the channe
address).

15 1
15-bit Channel Address ‘010011010000000‘
15-bit Channel Mask ‘000000000001111‘

25 0

Channel Active Address ‘01001101000XXXX‘XXXXXXXXXXX

Because the least-significant 0 in the channel’s mask is in bit position 5, this channel’s active ad-
dress block size i°2 32 Kbytes. Because there are no 1's after the first 0 in the channel’'s mask,
the block is not repeated.

1347FFFH

Active

1340000H

Example 2

This example establishes four 4-Kbyte address blocks startinddG000H, 0002000H,
0004000H, and 0006000H (4-Kbyte boundaries).

15 1
15-bit Channel Address ‘ooooooooooooooo‘
15-bit Channel Mask ‘000000000001101‘

25 0

Channel Active Address ‘OOOOOOOOOOOXXOX‘XXXXXXXXXXX
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Because the least-significant 0 in the channel’s mask is in bit position 2, this channel’s active ad-
dress block size iS2 4 Kbytes. Because there are two 1's after the first 0 in the channel’s mask,
the block is repeated 2 4 times. Also, because there are no 1’s in the channel mask where there
are 1's in the channel address, the channel address is the starting address of the lowest active ad
dress block. In this example, each active 4-Kbyte address block in memory is followed by an in-
active 4-Kbyte address block and each active address block starts on a 4-Kbytebaaohessy .

0007FFFH
0007000H
0006FFFH
0006000H
0005FFFH
0005000H
0004FFFH
0004000H
0003FFFH
0003000H
0002FFFH
0002000H
0001FFFH
0001000H
0000FFFH
0000000H

Active

Active

Active

Active

Example 3

This example establishes four 2-Kbyte address blocks startingt1&80Q0H, 2433000H,
2613000H, and 2633000H.

15 1
15-bit Channel Address ‘100100000100110‘
15-bit Channel Mask ‘000010001000000‘
25 0

Channel Active Address ‘1001XOOOX100110‘XXXXXXXXXXX
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Because the least-significant 0 in the channel’s mask is in bit position 1, this channel’s active ad-
dress block size ist2 2 Kbytes. Because there are two 1's after the first 0 in the channel’'s mask,
the address block is repeated=24 times. Also, because there are no 1's in the channel mask
where there are 1's in the channel address, the channel address is the starting address of the lowes
active address block. In this example, each active 2-Kbyte address block in memory is followed
by an inactive 2-Kbyte address block and each active address block starts at alZskbgitey.

2633FFFH
2633800H
26337FFH
2633000H

Active

2613FFFH
2613800H
26137FFH
2613000H

Active

2433FFFH
2433800H
24337FFH
2433000H

Active

2413FFFH
2413800H
24137FFH
2413000H

Active
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Example 4

This example establishes tw6-Kbyte addresBlocks starting at OEO8000H and OE280Q6-
Kbyte boundaries).

15 1
15-bit Channel Address ‘001110001010000‘
15-bit Channel Mask ‘000000001000111‘
25 0

Channel Active Address ‘00111000X01OXXX‘XXXXXXXXXXX

Because the least-significant O in the channel mask is in bit position 4, this channel’s active ad-
dress block size is*2 16 Kbytes. Because there is one 1 after the first 0 in the channel mask, the
address block is repeatetl=22 times. Unlike the other examples, there is a 1 in the channel mask
where there is a 1 in the channel address. For this reason, the channel addiase istarting
address of the lowest active address block. In this example, each active 16-Kbyte address block
is followed by an inactive 16-Kbyte address block and each block starts6aKlbyte address
boundary.

OE2FFFFH

OE2CO000H
OE2BFFFH

Active
OE28000H

OEOFFFFH

OEOCO000H
OEOBFFFH

Active
OE08000H
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14.2.2 System Management Mode Support

The processor supports four operating modgstem management mode (SMM), protected, real
and virtual-86 mode. In order for a system to operate correctly in SMM, it must meet several re-
quirements. The CSU providsapport for some of these regments. To use SMM you must

set aside a partition of memory, called SMRAM, for the SMMeatti SMRAM must meet the
following conditions:

* |ocated at 38000H-3FFFFH (32 Kbytes)
* accessible only when the processor is in SMM during normal operation

* accessible during system initialization when the processor is not in SMM

The CSU allows you to specify an address block and control whether or not the chip-select is ac-
tivated while the processor is in SMM.

14.2.3 Bus Cycle Length Control

Each chip-select channel controls how bus cycles to its address block terminate. Each channel can
generate up to 31 wait states and then unconditionally terminate domaaitexternal bus ready

signal to terminate. If greater than 31 wait states are required, ready must be generated externally
and the conditional option must be selected.

NOTE

When a chip-select region overlaps on-chip peripheral addresses, the on-chip
peripheral always generates READY# and overrides the channel’s configu-
ration.

14.2.4 Bus Size Control

The processor assumes that the currently addressed device requires a 16-bit data bus unless the
bus size control pin (BS8#) is asserted. When asserted, BS8# tells the processor that the addresse
device requires an 8-bit data bus. You pesgram a chi-select channel specifically for 8-bit de-

vices. This causes the CSU to assert BS8# automatically each time it activates the channel.
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CHIP-SELECT UNIT Int9I®

14.2.5 Overlapping Regions

You can configure CSU channels to have overlapping address blocks. When channels with over-
lapping address blocks have different bus cycle length and bus size configurations, the CSU must
adjust these parameteFsgure 14-3shows how the CSU adjusts the bus cycle length. In the case

of different bus sizes, the CSU defaults to an 8-bit bus size.

Is any
channel

dependent
on ready?

Wait minimum
number of wait states.

Wait
State

READY#

Wait maximum
asserted?

number of wait states.

( Complete bus cycle. )

Figure 14-3. Bus Cycle Length Adjustments for Overlapping Regions

A2392-01

14-8



Int9I® CHIP-SELECT UNIT

14.3 PROGRAMMING

Table 14-landTable 14-2ist the signals and registers associated with the chip-select unit. There
are seven general-purpose chip-select channels) @@ one upper chip-select channel (UCS).

Upon reset, the UCS is enabled with the entire 64 Mbyte memory address space as its address
block. Thus, the UCS can be used to enable ROMs or EPROMs at the top of the memory address
space so that the processor can fetch the first instruction from address 3FFFFFOH after reset.

Table 14-1. CSU Signals

Signal Device Pin or Internal Signal Description
CS6:0# Device pins Chip-select Signal:
ucs# (output) Indicates that the memory or I/O address that the
processor is accessing is in channel n's active address
region.

Table 14-2. CSU Registers

. Expanded -
Register Address Description
PINCFG F826H Pin Configuration:
Connects the CS6:5# signals to package pins.
P2CFG F822H Port 2 Configuration:
Connects the CS4:0# signals to package pins.
CSOADH F4A02H Chip-select High Address:
CS1ADH FAOAH Defines the upper 10 bits of the chip-select channel address. The processor
CS2ADH F412H uses a chip-select’s channel address to determine the starting location of
CS3ADH FALAH the channel's active address block.
CS4ADH F422H
CS5ADH F42AH
CS6ADH F432H
UCSADH F43AH
(write only)
CSOADL F400H Chip-select Low Address:
CS1ADL FA08H Defines the lower 5 bits of the chip-select channel address. Configures the
CS2ADL FA410H channel for memory or 1/O addresses, determines whether or not the
CS3ADL F418H channel is activated when the processor is operating in system
CS4ADL FA420H management mode, configures the channel’s bus size, and defines the
CS5ADL F428H minimum number of wait states inserted into the bus cycle.
CS6ADL FA30H
UCSADL F438H
(write only)

14-9



CHIP-SELECT UNIT Int9I®

Table 14-2. CSU Registers (Continued)

. Expanded .
Register Address Description
CSOMSKH F406H Chip-select High Mask:

CS1IMSKH F40EH
CS2MSKH F416H
CS3MSKH F41EH
CS4MSKH F426H
CS5MSKH F42EH
CS6MSKH F436H
UCSMSKH F43EH

Defines the upper 10 bits of the chip-select channel mask. The processor
uses a chip-select’s channel mask to determine the size of the channel’s
active address block and if the address block is repeated.

(write only)

CSOMSKL F404H Chip-select Low Mask:

CSIMSKL F40CH Defines the lower 5 bits of the chip-select channel mask and enables the
CS2MSKL Fal4H channel’s output pin.

CS3MSKL FA1CH

CS4MSKL FA24H

CS5MSKL FA2CH

CS6MSKL FA34H

UCSMSKL FA3CH

(write only)

Use the following sequence to program and enable a chip-select channel (if the chip-select is al-
ready enabled, either reverse the sequence or disable the channel before reprogramming it).

1. Progranthe chip-select high address register.
2. Progranthe chip-select low address register.
3. Progranthe chip-select high mask register.
4

Progranthe chip-select low mask register.
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14.3.1 Pin Configuration Register (PINCFG)

Use PINCFG bits 6 and 4 to connect the CS6# and CS5# signals to package pins.

Pin Configuration Expanded Addr:  F826H

PINCFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0
— PM6 PM5 PM4 || PM3 PM2 PM1 PMO
Bit Bit Function

Number Mnemonic
7 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit..
6 PM6 Pin Mode:

Setting this bit connects REFRESH# to the package pin. Clearing this bit
connects CS6# to the package pin.

5 PM5 Pin Mode:

Setting this bit connects the timer control unit signals, TMROUT2,
TMRCLK2, and TMRGATEZ2, to the package pins. Clearing this bit
connects the coprocessor signals, PEREQ, BUSY#, and ERROR#, to the
package pins.

4 PM4 Pin Mode:

Setting this bit connects CS5# to the package pin. Clearing this bit
connects DACKO# to the package pin.

3 PM3 Pin Mode:

Setting this bit connects CTS1# to the package pin. Clearing this bit
connects EOP# to the package pin.

2 PM2 Pin Mode:

Setting this bit connects TXD1 to the package pin. Clearing this bit
connects DACK1# to the package pin.

1 PM1 Pin Mode:

Setting this bit connects DTR1# to the package pin. Clearing this bit
connects SRXCLK to the package pin.

0 PMO Pin Mode:

Setting this bit connects RTS1# to the package pin. Clearing this bit
connects SSIOTX to the package pin.

Figure 14-4. Pin Configuration Register (PINCFG)
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14.3.2 Port 2 Configuration Register (P2CFG)

Use P2CFG bits 4-0 to connect the CS4:0# signals to package pins.

Port 2 Configuration

Expanded Addr:  F822H

P2CFG PC/AT Addr: —

(read/write) Reset State: 00H

7

PM7 PM6 PM5 PM4 || PM3 PM2 PM1 PMO
Bit Bit Function
Number Mnemonic

7 PM7 Pin Mode:
Setting this bit connects CTSO0# to the package pin. Clearing this bit
connects P2.7 to the package pin.

6 PM6 Pin Mode:
Setting this bit connects TXDO to the package pin. Clearing this bit
connects P2.6 to the package pin.

5 PM5 Pin Mode:
Setting this bit connects RXDO to the package pin. Clearing this bit
connects P2.5 to the package pin.

4 PM4 Pin Mode:
Setting this bit connects CS4# to the package pin. Clearing this bit
connects P2.4 to the package pin.

3 PM3 Pin Mode:
Setting this bit connects CS3# to the package pin. Clearing this bit
connects P2.3 to the package pin.

2 PM2 Pin Mode:
Setting this bit connects CS2# to the package pin. Clearing this bit
connects P2.2 to the package pin.

1 PM1 Pin Mode:
Setting this bit connects CS1# to the package pin. Clearing this bit
connects P2.1 to the package pin.

0 PMO Pin Mode:
Setting this bit connects CS0# to the package pin. Clearing this bit
connects P2.0 to the package pin.

14-12
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14.3.3 Chip-select Address Registers

Write a channel’d 5-bit address to the ghiselect address registers. These bits are masked by the
channel's 15-bit mask. During bus cycles, the CSU compares the channel’s address to the upper
15 memory or I/O address bits. A match indicates that the processor is accessing the channel’s
address block. Whether the CSU activates the channel depends on the values of the channel’s
SMM address and mask bits. These bits determine whether or not the channel is activated when
the processor is operating in SMM.

Chip-select High Address Expanded Addr:  F402H, F4A0AH
CSnADH (n = 0-6), UCSADH F412H, F41AH
(read/write) F422H, FA2AH
FA432H, F43AH
/ PC/AT Addr: —
Reset State: 0000H (CSnADH)
FFFFH (UCSADH)
15 8
[ - = [ =1 = JL = [ = [ oms | cau |
7 0
| cai3 | carz | can | cao || cas | cas | car | cre |
Bit Bit Function
Number Mnemonic
15-10 — Reserved; for compatibility with future devices, write zeros to these bits.
9-0 CA15:6 Chip-select Channel Address Upper Bits:
Defines the upper 10 bits of the channel's 15-bit address. The address
bits CA15:6 and the mask bits CM15:6 form a masked address that is
compared to memory address bits A25:16 or I/O address bits A15:6.

Figure 14-6. Chip-select High Address Register (CS nADH, UCSADH)

ERRATA (3/28/95)
In Chapter 14, Figures 14-6, 14-7, 14-8, 14-9 read write status
changed from “write only” to “read/write.”
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ERRATA (3/28/95)

In Figure 14-7, the Reset State for UCSADL was shown incorrectly as FFEFH; now correctly shows FF6FH.

Chip-select Low Address
CSnADL (n= 0-6), UCSADL

Expanded Addr:

F400H, F408H
F410H, F418H

(read/write)

FA20H, F428H
FA30H, F438H
PC/AT Addr: —
Reset State: 0000H (CSnADL)
FF6FH (UCSADL)

8

CA3 ‘ CAl ‘CASMM‘ BS16 ‘ MEM ‘

0

ws3 ‘ Ws2 ‘ Ws1 ‘ WSO ‘

Bit
Number

Bit
Mnemonic

Function

15-11

CA5:1

Chip-select Address Value Lower Bits:

Defines the lower 5 bits of the channel’s 15-bit address. The address bits
CAb5:1 and the mask bits CM5:1 form a masked address that is
compared to memory address bits A15:11 or I/O address bits A5:1.

10

CASMM

SMM Address Bit:

If this bit is set (and unmasked), the CSU activates the chip-select
channel only while the processor is in SMM. Otherwise, the CSU
activates the channel only when processor is operating in a mode other
than SMM.

Setting the SMM mask bit in the channel's mask low register masks this
bit. When this bit is masked, an address match activates the chip-select,
regardless of whether the processor is in SMM.

BS16

Bus Size 16-bit:

When this bit is clear, all bus cycles to the channel’s address block are
byte-wide. When this bit is set, bus cycles are 16 bits unless the bus size
control pin (BS8#) is asserted.

MEM

Bus Cycle Type:

Setting this bit configures the channel for memory addresses. Clearing
this bit configures the channel for an 1/O addresses.

RDY

Bus Ready Enable:

Setting this bit requires that bus READY be active to complete a bus
cycle. Bus READY is ignored when this bit is cleared. This bit must be
set to extend wait states beyond the number determined by WS4:0.

6-5

Reserved; for compatibility with future devices, write zeros to these bits.

4-0

WS4:0

Wait State Value:

WS4:0 defines the minimum number of wait states inserted into the bus
cycle. A zero value means no wait states.

Figure 14-7. Chip-select Low Address Register (CS

nADL, UCSADL)

ERRATA (3/28/95)
In Chapter 14, Figures 14-6, 14-7, 14-8, 14-9 read write status changed from “write only” to “read/write.”
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14.3.4 Chip-select Mask Registers

Write a channel’s 15-bit mask to the chip-select mask registers. Use the chip-select low mask reg-
ister to enable the channel and to mask the channel’s SMM address bit. When the channel's SMM
address bit is masked, the CSU activates the channel regardless of whether the channel is operat-
ing in SMM.

Chip-select High Mask Expanded Addr:  F406H, FA0EH
CSnMSKH (n=0-6), UCSMSKH F416H, FA1EH
(read/write) F426H, FA2EH
F436H, FA43EH
PC/AT Addr: —
Reset State: 0000H (CSnMSKH)
FFFFH (UCSMSKH)
15 8
L - 1 - [ =1 = JL = [ = [ ows [ cwas |
7 0
| omi3 | omiz | ovur | cmio || com9 | coms | cm7 | cme |
Bit Bit Function
Number Mnemonic
15-10 — Reserved; for compatibility with future devices, write zeros to these bits.
9-0 CM15:6 Mask Value Upper Bits:
Defines the upper 10 bits of the channel's 15-bit mask. The mask bits
CM15:6 and the address bits CA15:6 form a masked address that is
compared to memory address bits A25:16 or I/O address bits A15:6.

Figure 14-8. Chip-select High Mask Registers (CS nMSKH, UCSMSKH)

ERRATA (3/28/95)
In Chapter 14, Figures 14-6, 14-7, 14-8, 14-9 read write status changed from “write only” to “read/write.”
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ERRATA (3/28/95)

In Chapter 14, Figures 14-6, 14-7, 14-8, 14-9 read write status changed from “write only” to “read/write.”

intel.

Chip-select Low Mask

CSnMSKL (n = 0-6), UCSMSKL

Expanded Addr:

F404H, F40CH
F414H, F41CH

(read/write) F424H, F42CH
FA34H, F4A3CH
PC/AT Addr: —
Reset State: 0000H (CSnNMSKL)
FFFFH (UCSMSKL)
15 8
| oms | om4 | oms | com2 || omt [omsmm | — [ — |
7 0
L -1 - [T -=-1=-JL =1 =T = [ ocsen |
Bit Bit Function
Number Mnemonic
15-11 CM5:1 Chip-select Mask Value Lower Bits:
Defines the lower 5 bits of the channel's 15-bit mask. The mask bits
CM5:1 and the address bits CA5:1 form a masked address that is
compared to memory address bits A15:11 or I/O address bits A5:1.
10 CMSMM SMM Mask Bit:
Setting this bit masks the SMM address bit in the channel’s chip-select
address low register. When the SMM address bit is masked, an address
match activates the chip-select, regardless of whether the processor is
in SMM.
9-1 — Reserved; for compatibility with future devices, write zeros to these bits.
CSEN Chip-select Enable:
Setting this bit enables the chip-select channel. Clearing this bit disables
the chip-select channel.

Figure 14-9. Chip-select Low Mask Registers (CS nMSKL, UCSMSKL)

14.3.5 Programming Considerations

When programming the CSU, consider the following.

* A chip-select channel is enabled by setting bit 0 of its chip-select low mask register and
connecting its output signal to the package pin by clearing the appropriate pin or port 2
configuration register bit. The pin and port 2 configuration registers are shown in Figures

14-4and14-5

* The minimum address block for memory address-configured channels is 2 Kbytes and for
I/O address-configured channels is 2 bytes. The size of these address blocks can be
increased by multiples of 2 Kbytes for memory addresses and by multiples of 2 bytes for

I/O addresses.

¢ A channel’s address block of simewill always start on an address boundary.
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CHAPTER 15
REFRESH CONTROL UNIT

The refresh control unit (RCU) simplifies the interface between the processor and a dynamic ran-
dom access memory (DRAMlevice by providing a way to generate periodic refresh requests
and refresh addresses.

This chapter includes a brief overview of dynamic memory devices and describes the components
of the refresh control unit. The information is organized as follows:

¢ Dynamic memory control
* RCU overview
* RCU operation

* Programming

15.1 DYNAMIC MEMORY CONTROL

Typical DRAM devices require control logic to enable read, write, and refresh operations. The
RCU simplifies the control logic design requirementghyviding the necessary buardrol and
timing for refresh operations.

DRAM devices are built as matrices of memory cells. Therefore, each memory cell has a row and
a column address associated with it. A typical controller design strobes addresses into a DRAM
device through the use of two control lines: a row address strobe (RAS#) and a column address
strobe (CAS#). The controller prede lower (or row) address bits during RAS# and upper (or
column) address bits during CAS#. Activating RAS# accesses all cells within the specified row.
Accessing a cell refreshes it; therefore, cyctimpugh the row addsses is the only requirement

to refresh a DRAM device.

15.2 RCU OVERVIEW

The RCU includes an interval timer unit, a control unit, and an address generatidrigumi (

15-1). The interval timer unit uses a refresh clock interval register and a 10-bit interval counter

to create a periodic signal (timeout). The control unit uses this signal to initiate periodic refresh
requests. The address generation unit uses a refresh base address register and a 13-bit addres
counter to generate DRAM refresh addresses.
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Processor Clock —
(CLK2/2)

SO0 ~0n< W

c

Interval Timer Unit

>| Refresh Clock Interval Register |

A\

| 10-bit Interval Counter |

——>
Timeout
REFRESH#
Control Unit (pin mux)
L3 Refresh
Refresh Control Register | Request
l««—@—— Refresh
Acknowledge
Address Generation Unit
A25:14
< >| Refresh Base Address Register|
| 13-bit Address Counter |
A13:1 {)
< >| Refresh Address Register |
[
A2341-01
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Figure 15-1. Refresh Control Unit Connections
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15.2.1 RCU Signals

Table 15-1describes the signals associated with the RCU.

Table 15-1. Refresh Control Unit Signals

Signal Device Pin or Internal Signal Description
Processor Internal signal Processor Clock:
Clock (from Clock and Power Provides the clocking signal for the interval counter. The
(CLK272) Management) interval timer unit loads and decrements the counter on
the falling edges of the processor clock.
Timeout Internal signal Timeout:
(from the interval counter to Indicates that the interval counter has reached one. The

the control unit) control unit initiates a refresh request when it detects

this signal, unless a refresh request is pending, in which
case it ignores this signal.

REFRESH# Device pin External Refresh:

(output) Indicates that a refresh bus cycle is in progress and that
the refresh address is on the bus for the DRAM
controller.

Refresh Internal signal Refresh Request:

Request Indicates that the control unit is requesting bus
ownership.

Refresh Internal signal Refresh Acknowledge:

Acknowledge Indicates that the refresh control unit is being granted
bus ownership.

A25:1 Device pins Address Bus:

(input/output) Contains the refresh address.

15.2.2 Refresh Intervals

The interval timer unit controls the rate at which the control unit generates refresh requests. Re-
fresh intervals are progranable through the use of a refresh control interval register (RFSCIR)
and a 10-bit down counter. The counter is loaded from RFSCIR, then decremented on each
CLK2/2 falling edge. When the counter reaches one, the interval timer unit reloads the counter
from the RFSCIR and asserts its timeout signal. The timeout signal causes the control unit to ini-
tiate a refresh request (provided there is not one already pending).

The RCU must complete the present refresh cycle before the control logic can generate a new re-

fresh request. Therefore, the control unit ignores the timeout signal if it already has a refresh re-
quest pending.
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15.2.3 Refresh Addresses

The physical address generated during a refresh bus cycle hasrworents: address bits
A25:14 (from the refresh base address register) and address bits A13:1 (from the 13-bit address
counter).

The 13-bit address counter is a combination of a binary counter and a 7-bit linear-feedback shift
register. The binary counter produces address bits A13:8 and the linear-feedback shift register
produces address bits A7:1. The shift register nonsequentially produces all) 1% ¢hle com-
binations. Each time the lower seven bits cycteugh all128 combinations, the binary counter
increments the upper 6 bits. This continues until the 13-bit address counter aymigé 8192

(213) address combinations. The counter then rolls over to its original value and the process re-
peats.

15.2.4 Refresh Methods

There are two common methods for refreshing a DRAM device: RAS#-only AB#d-Before-
RAS# The DRAM controller design requirements are simpler for RAS#-only thai\i#-Ge-
fore-RASH#.

The RAS#-only method requires that the DRAM controller activate its RAS# signal when the
RCU activates its REFRESH# signal. This causes the controller to drive the refresh address gen-
erated by the RCU onto the DRAM address inputs, refreshing the specified DRAM row. With
this method, the controller need not assert the CAS# signal whenever the REFRESH# signal is
active.

The CAS#-before-RAS# method requires that the DRAM device contain an internal counter to
determine the DRAM row addresses. To perform a refresh cycle using the CAS#-before-RAS#
method, the controller must generate a CAS# signal followed by a RAS# signal when the RCU
activates its REFRESH# signal. With this method, the DRAM device generates its own refresh
addresses and the RCU provides the REFRESH# signal.

15.2.5 Bus Arbitration

Because the two DMA channels, an external device (via the HOLD pin), and the refresh control
unit can all request bus control, bus control priority must be arbitrated. Refresh requests always
have the highest priority"Bus Control Arbitration” on page 16-discusses the priority structure

of the other bus control requests.)
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When a refresh occurs while a DMA channel is performing a transfer, the RCU “steals” a bus
cycle to perform a refresh. An external device can gain bus conwabtheither the HOLD sig-

nal or the DMA cascade mode. In this case, a refresh request causes the external device's ac-
knowledge signal to be deasserted. When this happens, the external devicdrsipatddequest

line to allow the RCU to perform a refresh cycle. If the external device reasserts its request signal
before the RCU completes the refresh cycle, bus control is given back to the external device after
the refresh cycle completes, without further arbitration.

15.3 RCU OPERATION
The following steps describe the basic refresh cycle, which is initiated every time the interval
counter reaches one.

1. The interval timer unit asserts the timeout signal and reloads the interval counter with the
refresh clock interval register value. (The interval counter decrements on eachdsccee
processor clock falling edge.)

2. The control unit requests bus ownership.
3. Bus ownership is given to the control unit.

4. The control unit asserts the REFRESH# signal and a bus memory read cycle is executed
with the address supplied by the RCU.

5. The DRAM controller asserts RAS#, latching the row address inside the DRAM device.
This refreshes the given row.

6. The control unit deasserts REFRESH#, and the process repeats from step 1 when the
interval counter reaches one.

Once enabled, the DRAM refresh process continues until you reprogram the RCU, a reset occurs,
or the processor enters powerdown mode.
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15.4 PROGRAMMING

Table 15-2orovides an overview of the registers associated with the RCU. The following sections
provide specific programmingfiormafon for each register.

Table 15-2. Refresh Control Unit Registers

. Expanded -
Register Address Description

RFSCIR F4A2H Refresh Clock Interval:

(read/write) Determines the clock count between refresh requests.

RFSCON F4A4H Refresh Control:

(read/write) Enables the refresh control unit. Reading this register also provides the
current value of the interval counter.

RFSBAD F4A0H Refresh Base Address:

(read/write) Contains the A25:14 address bits of the refresh address. This establishes
a memory region for refreshing.

RFSADD F4A6H Refresh Address:

(read/write) Contains the A13:1 address bits of the refresh address. The 13-bit address
counter generates these values.
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15.4.1 Refresh Clock Interval Register (RFSCIR)

Use RFSCIR t@rogram the inteval timer unit's 10-bit down counter. The refresh counter value
is a function of DRAM specifications and processor frequency as follows:

DRAM refresh period (pus) x processor clock (MHz)
# of DRAM rows

The DRAM refresh period is the time required to refresh all rows in the DRAM device.

counter value =

Equation 15-1.

NOTE

Because the lower seven address bits come from a linear-feedback shift
register, which generates all address bit combinations in a nonsequential order,
the number of DRAM rows must be equal to or greater than 128 to guarantee
the access of every row.

Refresh Clock Interval Expanded Addr:  F4A2H
RFSCIR PC/AT Addr: —
(read/write) Reset State: 0000H
15 8
([ - [ -1 =1 -1 =1 = | re | res |
7 0
| rRez | Re6 | Rcs | Rea || rRes | Rc2 | Rel | Roo |
Bit Bit Function
Number Mnemonic
15-10 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
9-0 RC9:0 Refresh Counter Value:
Write the counter value to these ten bits. The interval counter counts
down from this value. When the interval counter reaches one, the control
unit initiates a refresh request (provided it does not have a request
pending). The counter value is a function of DRAM specifications and
processor frequency (see Equation 15-1).

Figure 15-2. Refresh Clock Interval Register (RFSCIR)
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15.4.2 Refresh Control Register (RFSCON)

Use RFSCON to enable and disable the refresh control unit and to check the current interval
counter value.

Refresh Control Expanded Addr:  F4A4H

RFSCON PC/AT Addr: —

(read/write) Reset State: 0000H

15 8
Lren [ — [ - | — [ = [ — [ cw [ cvw |
7 0
| ovz | cwe | cvs | cva || cva | cv2 | o1 | cvo |
Nuaitoer Mne?ritonic Function

15 REN Refresh Control Unit Enable:

This bit enables or disables the refresh control unit.

1 = enables refresh control unit
0 = disables refresh control unit

14-10 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.

9-0 CVva.0 Counter Value:

These read-only bits represent the current value of the interval counter.
Write operations to these bits have no effect.

Figure 15-3. Refresh Control Register (RFSCON)
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15.4.3 Refresh Base Address Register (RFS BAD)

Use RFSBAD to set up the memory region that needs refreshing. The value written to this register
forms the upper bits (A25:14) of the refresh address.

Refresh Base Address Expanded Addr:  F4AOH
RFSBAD PC/AT Addr: —
(read/write) Reset State: 0000H
15 8
| — | = | = | = || ras | raza | RrA2z | RA22 |
7 0
| RA21 | RA20 | RA19 | RA18 || RA17 | RA16 | RA15 | RA14 |
Bit Bit Function
Number Mnemonic
15-12 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
11-0 RA25:14 Refresh Base:
These bits make up the A25:14 address bits of the refresh address. This
establishes a memory region for refreshing.

Figure 15-4. Refresh Base Address Register (RFSBAD)
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15.4.4 Refresh Address Register (RFS ADD)

RFSADD contains the bits A13:1 of the refresh address. The lowest address bit is not used be-
cause DRAM devices contain word-wide memory arrays; for all refresh operations, the lowest
address bit remains set.

Refresh Address Expanded Addr:  F4A6H
RFSADD PC/AT Addr: —
(read/write) Reset State: OOFFH
15 8
| — | — | rmiz | rat2 || RAL [ RAIO | RA9 | RA8 |
7 0
| Ra7 | RA6 | RAs | RA4 || RA3 | RA2 | RAL | RAO |
Bit Bit Function
Number Mnemonic
15-14 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
13-1 RA13:1 Refresh Address Bits:
These bits comprise A13:1 of the refresh address.
0 RAO Refresh Bit 0:
AO of the refresh address. This bit is always 1 and is read-only.

Figure 15-5. Refresh Address Register (RFSADD)

15.5 DESIGN CONSIDERATIONS

Consider the following when programming the RCU.

* The system address bus does not contain an address zero output; instead, it uses the BLE#
and the BHE# pins to generate the lowest address bit. During all refresh operations, BLE#
and BHE# remain high.

* An external device can gain bus controlothgh either the HOLDignal or the DMA
cascade mode. In this case, a refresh request causes the external device's acknowledge
signal to be deasserted. When this happens, the external devicedioquits rejuest line
to allow the RCU to pgorm arefresh cycle.

15-10



intel.

CHAPTER 16
DMA CONTROLLER

The DMA controller mprovessystem performance by allowing external or internal peripherals
to directly transfer information to or from the system. The DMA controller can transfer data be-
tween any combination of memory and I/O, with any combination of data path widths (8 or 16
bits). It contains two identical channels. The DMA controller has features that are unavailable on
an 8237A, but it can be configured to operate in an 8237A-compatible mode.

This chapter is organized as follows:
* Overview
* DMA operation

* Programming

16.1 OVERVIEW

Figure 16-1shows a block diagram of the DMA unit. The DMA channels are independently con-
figurable. Each channel contains a request input (D)R@d an acknowledge output (DAGK).

An external peripheral (connected to the DRn) or one of the internal peripherals (asynchro-

nous serial 1/0, synchronousrgl 1/O, or timer control unit) can request DMA service. The

DMA configuration register is used to select one of the possible sources. In addition to these hard-
ware request sources, each channel contains a software request register that can be used to initiat
software requests. The channels share an end-of-process signal (EOP#). This signal functions as
either an input or an open-drain output. EOP# either terminates a transfer (as an input) or signals
that a transfer is completed (as an output).
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A2531-01
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Figure 16-1. DMA Unit Block Diagram
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16.1.1 DMA Signals

DMA CONTROLLER

Table 16-1describes the DMA signals.

Table 16-1. DMA Signals

Device Pin or

SI00 Receiver
SIO1 Transmitter
SSIO Transmitter
TCU Counter 1

Internal signals

Signal Internal Signal Description
DRQO Device pin DMA Channel 0 Requests:
(input) The SIO channel 0 receiver, SIO channel 1 transmitter, SSIO

transmitter, TCU counter 1 output, or an external device can
request DMA channel 0 service. These sources are referred to
as channel 0 hardware requests. You can also issue channel 0
software requests by writing to the DMA software request
register.

DRQ1

SI01 Receiver
SI00 Transmitter
SSIO Receiver
TCU Counter 2

Device pin
(input)
Internal signals

DMA Channel 1 Requests:

The SIO channel 1 receiver, SIO channel 0 transmitter, SSIO
receiver, TCU counter 2 output, or an external device can
request DMA channel 1 service. These sources are referred to
as channel 1 hardware requests. You can also issue channel 1
software requests by writing to the DMA software request
register.

(input/open-drain
output)

DACKn# Device pin DMA Channel n Acknowledge:

(output) Indicates that channel nis ready to service the requesting
device. An external device uses the DRQn pin to request DMA
service; the DMA uses the DACKn pin to indicate that the
request is being serviced.

EOP# Device pin End-of-process:

As an input:
Activating this signal terminates a DMA transfer.

As an output:
This signal is activated when a DMA transfer completes.

16.2 DMA OPERATION

The following sections describe the operation of the DMA.

16.2.1 DMA Transfers

The DMA transfers data between a requester and a target. The data can be transferred from the
requester to target or vice versa. The target and requester can be located in either memory or I/O
space, and data transfers can be on a byte or word basis. The requester can be an external devic
(located in external 1/0O), an internal peripheral (located in internal I/O), or memory. An external
device or an internal peripheral requests service by activating a channel’s request inpuit (DRQ

A reguester in memory requests service through the DMA software request register. The request-
er either deposits data to or fetches data from the target.
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A channel is programmed by writing to a set of requester address, target address, byte count, and
control registers. The address registers specify base addresses for the target and requester, and th
byte count registers specify the number of bytes that need to be transferred to or from the target.
Typically, a channel iprogrammed to trasfer a block of data. Therefore, it is necessary to dis-
tinguish between the process of transferring one byte or word (data transfer) and ¢ss pfoc
transferring the entire block of data (buffer transfer).

The byte count determines the number of data transfers that make up a buffer transfer. After each
data transfer within auffer transfer, the byteount is decremented (by 1 for byte transfers and

by 2 for word transfers) arttle requester and target addresses are either incremented, decrement-

ed, or left unchanged. When the byte count expires (reaches —1), the buffer transfer is complete.
If the channel's end-of-process (EOP#) signal is activated before the byte count expires, the buff-
er transfer is terminated.

NOTE

Since the buffer transfer is complete when the byte count expires, the number
of bytes transferred is the byte count + 1.

16.2.2 Bus Cycle Options for Data Transfers

There are two bus cycle options for transferring data, fly-byhaaetycle. Fly-by dbws data to

be transferred in one bus cycle. It, however, requires that the requester be in external I/O and the
target be in memory. Thero-cycleoption allows data to be transferred between any combination

of memory and I/O through the use of a four-byte temporary buffer.

The fly-by option performs either a memory write or a memory read bus cycle. A write cycle
transfers data from the requester to the target (memory), and a read cycle transfers data from the
target (memory) to the requester. When a data transfer is initiated, the DMA placesrte me
address of the target on the bus and selects the requester by asserting thef BiG&. The
requester then either deposits the transfer data on the data bus or fetches the transfer data off the
data bus, depending on the transfer direction. The requester should monitor the bus cycle signals
to determine when to access the data bus.

The two-cycle option first fills théour-byte temporary buffer with data from the source, then
writes that data to the destination. This method allows transfers between any combination of
memory and I/O with any combination of data path widths (8- or 16-bit). The amount of data and
the data bus widths determine the number of bus cycles required to transfer data. For example, it
takes six bus cycles to transfeur pieces of data from an 8-bit source to a 16-bitini@sbn:

four read cycles to fill the temporapyffer from the 8-bit source, and two writgcles to transfer

the data to the 16-bit destination. (The programmable DMA transfer direction determines whether
the requester or target is the source or destination.)
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A buffer transfer can complete, be terminated, or be suspended before the temporary buffer is
filled from the source. If the buffer transfer completes or is terminated before the temporary buff-
er is filled, the DMA writes the partial data to the destination. If a requester suspeuflsra
transfer, the contents of the partially filled temporary buffer are stored until the transfer is restart-
ed. At this point, the DMA performs read cycles until the buffer is full, then performs write cycles
to transfer the data to the destination.

16.2.3 Starting DMA Transfers

Internal 1/O, external /0, or memory can request DMA service. The internal 1/0O sources (the
asynchronous serial I/@ynchronous serial I/O, and timer control units) are internally connected

to the DMA request inputs. You must connect an externakt/@ce to the DMA DR® and
DACKnN# signals. These sourcesake up the DMA hardware requasturcesThe DMA con-

tains a software request register that allows you to generate software DMA requests. This allows
memory-to-memory transferBigure 16-2shows the timing for the start of a DMA transfer.

Tx Tx Ti Ti T1 T2 T1
Processor Clock
(CLK2/2) v W v S S
DRQn /
A5t XX XX KX XX XX KA X
BHE# BLE# X XXX XX X XXX KA X
Mok XXX KX X XXX KPP X
DACK# \
ADS# \\ / N
READY# | |
x Cycle Transition to DMA DMA Cycle
Cycle
A2480-01

Figure 16-2. DMA Transfer Started by DRQ n
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16.2.4 Bus Control Arbitration

Because the two DMA channels, an external device (via the HOLD pin), and the refresh control
unit can all request bus control, bus control priority must be arbitrated. Refresh requests always
have the highest priority, while the priority structure of the other three requests is configurable.
By default, DMA channel 0 requests have the next highest priority, followed by DMA channel 1
requests, and external bus master requests. There are two methods for changing the priority of the
DMA and external bus requests, lowepily selection or rotation. Thew-priority selection

method allows you to assign a patrticular request to the lowest priority level. With the rotation
method, a request is automatically assigned to the lowest priority level after it gains bus control.
The rotation method allows requesting devices to share the system bus more evenly. With both
methods, the other request priority levels are adjusted in a circular mannéd¥igi@eel6-3)

Low-priority )
Default Select Rotating
: Becomes Becomes
Highest DMA ; External Bus ) DMA
Level Channel 0 Highest —» Master Highest —3 Channel 1
Level Level
DMA DMA External Bus
Channel 1 Channel 0 Master
Lowest | External Bus Specified DMA Assigned _ DMA
Level Master Lowest Channel 1 Lowest Channel 0
Level Level
After Gaining
Bus Control
A2532-01
Figure 16-3. Changing the Priority of the DMA Channel and External Bus Requests

16.2.5 Ending DMA Transfers

When a channel's byte count expires, the buffer transfer is complete and tbéprndess

(EOP#) output is activatedrigure 16-4. A buffer transfer can be terminated before the byte
count expires by activating the EOP# input. The channel can sample the EOP# input synchro-
nously or asynchronously. With synchronous sampling, the channel samples EOP# at the end of
the last state of every data transfer. With asynchronous sampling, the DMA samples the inputs at
the beginning of every state of requester access, then waits until the end of the state to act on the
input. Figure 16-5llustrates terminating a buffer transfer byieating the EOP# input; the figure

shows both asynchronous and synchronous EOP# sampling.
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P 1 T2 Ti Tx Tx Tx
BT NV NV Ve NV Ve Ve Ve
DRQn AN NN
ADS# /
(As an oIlEJtOpEg /
READY# L/ L/
DMA Cycle X Cycle

A2483-01

Figure 16-4. Buffer Transfer Ended by an Expired Byte Count

T2 T1 T2 T2 T2 T2 Ti
B S NIV NIV NIV NI N N N
rost |/ NV
READY# L/ \/
EOP# (Async) N\ /-
EOP# (Sync) DMA Cycle \__/_ "
A2482.01

Figure 16-5. Buffer Transfer Ended by the  EOP# Input

16.2.6 Buffer-transfer Modes

After a buffer transfer is completed or terminated, a channel can either become idle (require re-
programming) or reprogram itself and begin another buffer transfer after it is initiated by a hard-
ware or software request. The DMA's three buffer-transfer modes (single, autoinitialize, and
chaining) determine whether a channel becomes idle or is reprogrammed after it completes or ter-
minates a buffer transfer.
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By default (single buffer-transfer mode), the DMA transfers a channel’s buffer only once. When
the entire buffer of data has been transferred, the channel becomes idle and must be repro-
grammed before it can perform another buffer transfer. The single buffer-transfer mode is useful
when you knowthe exact mount of data to be transferred and you know that there will be time

to reprogram the channel before another buffer of data needs to be transferred.

When programmed fahe autoinitialize buffer-transfer mode, the DMA automatically reloads

the channel with the original transfer information (the requester and target addresses and the byte
count) when the transfer completes. The channel then repeats the original buffer transfer. The au-
toinitialize buffer-transfer mode is useful when you need to transfer a fixed amount of data be-
tween the same locations multiple times.

The chaining buffer-transfer mode is similar to the autoinitiddifféer-transfer mode, in that the

DMA automatically reprograms the channel after the current buffer transfer is complete. The dif-
ference is that the autoinitialize buffer-transfer mode uses the original trarfeferaion, while

the chaining buffer-transfer mode uses new transfer information. While a channel is performing
a chaining buffer transfer, you write new requester and target addresses and a new byte count to
it. This prepares the channel for the next buffer transfer, without affecting the current buffer trans-
fer. When the channel completes its current buffer transfer, the channel is automptally
grammed with the new transfer information that you wrote to it. The chamiffgr-transfer

mode is useful when you need to transfer data between multiple requesters and targets. If a chan-
nel does not contain new transfer information at the end of its buffer transfer, the channel be-
comes idle, ending the chaining process; it must be reprogrammed before itfoem paother

buffer transfer.

16.2.7 Data-transfer Modes

There are three data-transfer modes (single, block, and demand) that determine how the bytes or
words that make up a buffer of data are transferred. In single mode, a channel request causes one
byte or word (depending on the selected bus widths) to be transferred. Single mode requires a
channel request for every data transfer within a buffer transfer. In block mode, a channel request
causes the entire buffer of data to be transferred. In demand mode, the amount of buffer data
(bytes or words) that the channel transfers depends on how long the channel request input is held
active. In this mode, the channel continues to transfer data while the channel request input is held
active; when the signal goes inactive, the buffer transfer is suspended and the channel waits for
the request input to be reactivated before it continues.
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16.2.7.1  Single Data-transfer Mode

In single data-transfer mode, a DMA request causes the channel to gain bus control. The channel
transfers data (a byte omard), decrements the buffer byte count (by 1 for byte transfers and 2
for word transfers), then relinquishes bus control. The channel continues to operate in this manner
until the buffer transfer is complete or terminated. In this mode, the channel gives up bus control
after every data transfer and must regain bus contraughr priority arbitration) before every

data transfer. The channel’s buffer-transfer mode determines whether the channel becomes idle
or is reprogrammed after a buffer transfer completes or is terminated.

The single data-transfer mode is compatible with all of the buffer-transfer modes. The following
flowcharts show the transfer process flow for a chapnejrammed for single dateansfer

mode with each buffer-transfer mode: singtég(re 16-6), autoinitialize Figure 16-7, and
chaining Figure 16-3.
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requester and target addresses and
a byte count.
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A2331-01
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DMA channel is programmed with the
requester and target addresses and
a byte count.

DMA gains bus control.

Y

DMA transfers data and decrements the

byte count.

DMA channel relinquishes bus control.

Byte
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original addresses and byte count.

A2332-01

Figure 16-7. Single Data-transfer Mode with Autoinitialize Buffer-transfer Mode
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16.2.7.2 Block Data-transfer Mode

In block data-transfer mode, a channel request initiates a buffer transfer. The channel gains bus
control, then transfers the entire buffer of data. The block mode, unlike the single modg, only
gives up control of the bus for DRAM refresh cycles. As with single mode, the channel’'s
transfer mode determines whether the channel becomes idle or is reprogramnted lafiiéer
transfer completes or is terminated.

The block data-transfer mode is compatible with the single and autoinitalffer-transfer
modes, but not with the chainifmyffer-transfer mode. The chaining buffer-transfer mode re
quires that the transfer information for the next buffer transfer be written to the channel bgfore
the current buffetransfer completes. This is impossible with block data-transfer mode, because
the channel will only relinquish control of the bus for DRAM refresh cycles duringuffer

transfer. The following flowcharts show the transfer process flow for a charogghmmed for
the block data-transfer mode with the singlggre 16-9 and autoinitializeKigure 16-1) buff-
er-transfer modes.

ERRATA (3/28/95)

In the first paragraph in Section 16.2.7.2, the third sentence incorrectly stated:

The block mode, unlike the single mode, does not give up bus control during a buffer transfer.

It now correctly states:
The block mode, unlike the single mode, only gives up control of the bus for DRAM refresh cycles

The second paragraph, third sentence incorrectly stated:

This is impossible with block data-transfer mode, because the channel does notrelinquish bus con-|
trol at any time during the buffer transfer.

It now correctly states:

This is impossible with block data-transfer mode, because the channel will only relinquish control
of the bus for DRAM refresh cycles during the buffer transfer.
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Figure 16-9. Block Data-transfer Mode with Single
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Figure 16-10.

Block Data-transfer Mode with Autoinitialize Buffer-transfer Mode
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16.2.7.3 Demand Data-transfer Mode

In demand data-transfer mode, a channel request initiates a buffer transfer. The channel gains bus
control and begins the buffer transfer. As long as the request signah(D&@ains active, the
channel continues to perform data transfers. If the BBi@nal goes inactive, the channel com-
pletes its current bus cycle and relinquishes bus control, suspendibgftlietransfer. In this

way, the demand mode allows peripherals to access memory in small, irregular bursts without
wasting bus control time. As in other data-transfer modes, a buffer transfer is completed when the
buffer's byte count expires or is terminated if the EOP# input is activated. At this poirtathe c

nel’s buffer-transfer mode determines whether the channel becomes idle or is reprogrammed.

Since DR going inactive suspends a buffer transfer, the channel continually samples DRQ
during a demand buffer transfer. During a buffer trangiierchannel can sample DR&ynchro-
nously or asynchronously (it always samples DRQynchronously at the start of a buffer trans-
fer). With synchronous sampling, the channel samplesiD&@he end of the last state of every
data transfer. With asynchronous sampling, the channel samples &Rit¢ beginning of every
state, then waits until the end of the state to act on the inpuEi@ee 16-11

T1 T2 T2 T2 T2 Ti
Processor Clock —_—

(CLK212) VANV EANVENVEANVENVENVE
Apst |/ N /
N\

READY# / |/
DRQn (Async) \
DRQn (Sync) \
DMA Cycle Cy)éle

A2481-01

Figure 16-11. Buffer Transfer Suspended by the Deactivation of DRQ n

The demand data-transfer mode is compatible with all of the buffer-transfer modes. The follow-
ing flowcharts show the transfer process flow for a chapredrammed for the desnd data-
transfer mode with each buffer-transfer mode: singligure 16-12, autoinitialize Figure

16-13, and chainingRigure 16-14.
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Figure 16-12. Demand Data-transfer Mode with Single Buffer-transfer Mode
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Figure 16-13. Demand Data-transfer Mode with Autoinitialize Buffer-transfer Mode
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Figure 16-14. Demand Data-transfer Mode w

ith Chaining Buffer-transfer ~Mode

16-19



DMA CONTROLLER Int9I®

16.2.8 Cascade Mode

Cascade mode allows an exter®2B87A or andter DMA-type device to gain bus control. A cas-
caded device requests bus control by holding a channel’s request inpuh)2&@e. Once
granted bus control, the cascaded device remains bus master until it relinquishes bus control by
deactivating DRQ.

If a refresh request occurs while a cascaded device has bus control, the cascaded device must
deassert its request or the refresh cycle will be missed. The following steps take place in response
to a refresh request.
1. The channel deasserts its acknowledge signal (D#g o the cascaded device.
— At this point, the cascaded device should relinquish bus control by removing.DRQ

2. As soon as DRQis removed, the refresh cycle is started.
— At this point, if the cascaded device wants to regain bus control after the refresh cycle,
it must reassert DR

3. If the cascaded device has reasserted DWRQen the refresh cycle is complete, the
channel reasserts DACK, giving bus control back to the cascaded device without bus
priority arbitration.

The following flowchart Figure 16-1% shows this process flow.
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DMA channel is programmed.

DRQn
active?

Cascaded device gains bus control.

Refresh Cascaded
cycle is device Refresh DRQ
n
r
performed. |-€&— g%ﬁlégants request? active?
relinquishing
bus control.

Cascaded device relinquishes bus
control.

( Cascade cycle complete. )

A2337-01

Figure 16-15. Cascade Mode

16.2.9 DMA Interrupts

Each channel contains two status signals, chaining status and transfer complete. When a channel
is configured for the chaining buffer-transfer mode, the chaining status signal indicates that the
channel has started its buffer transfer and new transfer information can be written without affect-
ing the current buffer transfer. Once activated, the chaining status signal remains active until new
transfer information is written to the channel.
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The transfer complete status signal indicates that the channel has finished a buffer transfer — ei-
ther the channel’s byte count has expired or the buffer transfer was terminated by an EOP# input.
Once activated, the transfer complete status signal remains active until the clear transfer complete
software command (DMACLRTC) is executed. DMACLRTC is executed by writing to location
FO1EH; the data written to the location is immaterial — writing any data to the location causes
the DMA to deactivate the transfer complete status signal.

The four status signals can be connected (ORed) to the interrupt request (DMAINT).
When an interrupt from this source is detected, you can determine which signal caused the request
by reading the DMA interrupt status register.

16.2.10 8237A Compatibility

Although the DMA is an enhancement over the 8237A, you can configure it to operate in an
8237A-compatible mode. A list of the features common to the DMA and 8237A and a list of
DMA enhancements follow.
Features common to the DMA and 8237A:

¢ Data-transfer modes (single, block, and demand)

¢ Buffer-transfer modes (single and autoinitialize)

* Fly-by data transfer bus cycle option

* Programmed via 8-biegisters

* Transfers between memory and I/O (target must be imaone and requester must be

external I/O)

DMA enhancements:

¢ Chaining buffer-transfer mode

* Two-cycle data transfer bus cycle option (provides byte assembly and allows memory-to-
memory transfers using only one channel)

* Transfers between any combination of memory and 1/O

* Address registers for both the target and the requester; addresses can be incremented, decre:
mented, or left unchanged during a buffer transfer

A channel is configured for 8237A compatibility by enabling only the common features and lim-
iting the byte count and the target address modification capability. The 8237A uses a 16-bit target
address and a 16-bit byte count, while the DMA uses a 26-bit target address and a 24-bit byte
count. Therefore, for compatibility, the DMA contains an overflow registar allows you to
configure the target and byte count so that only the lower 16 bits are modified during buffer trans-
fers. With this configuration, the upper byte count bits are ignored; the byte count expires when
it is decremented from 0000H to FFFFH.
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16.3 Programming

Table 16-2lists the registers associated with the DMA unit, and the following sections contain
bit descriptions for each register.

Table 16-2. DMA Registers

. Expanded PC/AT _
Register Address Address Description
PINCFG F826H — Pin Configuration:
(read/write) Connects the DMA channel acknowledge (DACKO#

DACK1#) and end-of-process (EOP#) signals to
package pins.
DMACFG F830H — DMA Configuration:

(read/write) Determines which peripheral is connected to the DMA
channel request inputs (DRQn). Masks the channel
acknowledge signals (DACKO#, DACK1#), which is
useful when using internal requesters.

DMACMD1 FOO08H 0008H DMA Command 1:

(write only) Simultaneously enables or disables both DMA
channels. Enables the rotating method for changing
the bus control priority structure.

DMAOREQO FO10H — Channel 0 and 1 Requester Address:

DMAOREQL FO10H - Contains channel n's 26-bit requester address.

DMAOREQ2 FO11H - During a buffer transfer, this address may be incre-

DMAOREQ3 FO11H - mented, decremented, or left unchanged. Reading

these registers returns the current address.
DMA1REQO FO12H —

DMA1REQ1 FO12H —
DMA1REQ2 FO13H —
DMA1REQS3 FO13H —

(read/write)

DMAOTARO FOOOH 0000H Channel 0 and 1 Target Address:

DMAOTAR1 FOOOH 0000H Contains channel n's 26-bit target address. During a

DMAOTAR?2 FO87H 0087H buffer transfer, this address may be incremented,

DMAOTAR3 FO86H - decremented, or left unchanged. Reading these
registers returns the current address.

DMA1TARO FO02H 0002H

DMA1TAR1 FO02H 0002H

DMA1TAR2 FO83H 0083H

DMA1TAR3 FO85H —

(read/write)

DMAOBYCO FO01H 0001H Channel 0 and 1 Byte Count:

DMAOBYC1 FOO1H 0001H Contains channel n's 24-bit byte count. During a

DMADBYC2 FO98H - buffer transfer, this byte count is decremented.
Reading these registers returns the current byte

DMA1BYCO FOO3H 0003H count.

DMA1BYC1 FOO3H 0003H

DMA1BYC2 FO99H —

(read/write)
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Table 16-2. DMA Registers (Continued)

Register

Expanded
Address

PC/AT
Address

Description

DMASTS
(read only)

FOO08H

0008H

DMA Status:

Indicates whether a hardware request is pending on
channel 0 and 1. Indicates whether channel 0’s or
channel 1's byte count has expired.

DMACMD2
(write only)

FO1AH

DMA Command 2:

Assigns a bus control requester (DMA channel 0,
DMA channel 1, or external bus master) to the lowest
priority level. Selects the type of sampling for the end-
of-process (EOP#) and the DMA request (DRQn)
inputs. The DMA can sample these signals asynchro-
nously or synchronously.

DMAMOD1
(write only)

FOOBH

000BH

DMA Mode 1:

Determines the data-transfer mode. Enables the
autoinitialize buffer-transfer mode. Determines the
transfer direction (whether the target is the
destination or source for a transfer). Determines
whether the DMA increments or decrements the
target address during a buffer transfer (only if the
DMA is set up to modify the target address; see
DMAMOD?2).

DMAMOD2
(write only)

FO1BH

DMA Mode 2:

Selects the data transfer bus cycle option. Specifies
whether the requester and target are in memory or
1/0O. Determines whether the DMA modifies the target
and requester addresses. Determines whether the
DMA increments or decrements the requester
address during a buffer transfer (only if the DMA is
set up to modify the requester address).

DMASRR
(read/write)

FOO9H

0009H

DMA Software Request:

Write Format

Generates a channel 0 and/or a channel 1 software
request.

Read Format

Indicates whether a software request is pending on
DMA channel 0 or 1.

DMAMSK
(write only)

FOOAH

000AH

DMA Individual Channel Mask:

Individually masks (disables) channel 0's and 1's
hardware request input (DRQn). This does not mask
software requests.

DMAGRPMSK
(read/write)

FOOFH

000FH

DMA Group Channel Mask:

Simultaneously masks (disables) both channels’
hardware request inputs (DRQO and DRQ1). This
does not mask software requests.
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Table 16-2. DMA Registers (Continued)

. Expanded PC/AT _
Register Address Address Description

DMABSR FO18H — DMA Bus Size:

(write only) Determines the requester and target data bus widths
(8 or 16 bits).

DMACHR FO19H — DMA Chaining:

(write only) Enables chaining buffer-transfer mode for a specified
channel.

DMAIEN FO1CH — DMA Interrupt Enable:

(read/write) Connects the channel transfer complete status
signals to the interrupt request input (DMAINT).

DMAIS FO19H — DMA Interrupt Status:

(read only) Indicates which signal generated an interrupt request:
channel 0 transfer complete, channel 1 transfer
complete, channel 0 chaining, or channel 1 chaining
status.

DMAOVFE FO1DH — DMA Overflow Enable:

(read/write) Included for 8237A compatibility. Controls whether all

26 bits or only the lower 16 bits of the requester and
target addresses are incremented or decremented
during buffer transfers. Controls whether the byte
count is 24 bits or 16 bits.
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16.3.1 Pin Configuration Register (PINCFG)

Use PINCFG to connect DACKO#, EOP#, and DACK1# to package pins.

Pin Configuration

PINCFG
(read/write)

7

Expanded Addr:  F826H
PC/AT Addr: —
Reset State: O0H

PM6

PM5 PM4 H PM3 PM2 PM1 PMO

Bit
Number

Bit
Mnemonic

Function

Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.

PM6

Pin Mode:

Setting this bit connects REFRESH# to the package pin. Clearing this bit
connects CS6# to the package pin.

PM5

Pin Mode:

Setting this bit connects the timer control unit signals, TMROUT2,
TMRCLK2, and TMRGATEZ2, to the package pins. Clearing this bit
connects the coprocessor signals, PEREQ, BUSY#, and ERROR#, to the
package pins.

PM4

Pin Mode:

Setting this bit connects CS5# to the package pin. Clearing this bit
connects DACKO# to the package pin.

PM3

Pin Mode:

Setting this bit connects CTS1# to the package pin. Clearing this bit
connects EOP# to the package pin.

PM2

Pin Mode:

Setting this bit connects TXD1 to the package pin. Clearing this bit
connects DACK1# to the package pin.

PM1

Pin Mode:

Setting this bit connects DTR1# to the package pin. Clearing this bit
connects SRXCLK to the package pin.

PMO

Pin Mode:

Setting this bit connects RTS1# to the package pin. Clearing this bit
connects SSIOTX to the package pin.
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16.3.2 DMA Configuration Register (DMACFG)

Use DMACEFG to select one of the hardware sources for each channel and to mask the DMA ac-
knowledge (DACK#) signals at their pins when using internal requesters.

DMA Configuration Expanded Addr:  F830H

DMACFG PC/AT Addr: —

(read/write) Reset State: 00H

7 0

DIMSK | DIREQ2 | DIREQ1 | D1REQO H DOMSK | DOREQ2 | DOREQ1 | DOREQO

Bit Bit

) Function
Number Mnemonic

7 D1IMSK DMA Acknowledge 1 Mask:

Setting this bit masks DMA channel 1's acknowledge (DACK1#) signal.
Useful when channel 1's request (DRQ1) input is connected to an
internal peripheral.

6-4 D1REQ2:0 DMA Channel 1 Request Connection:

Connects one of the five possible hardware sources to channel 1's
request input (DRQ1).

000 = DRQL1 pin (external peripheral)

001 = SIO channel 1's receive buffer full signal (RBF)

010 = SIO channel 0's transmit buffer empty signal (TBE)

011 = SSIO receive holding buffer full signal (RHBF)

100 = TCU counter 2’'s output signal (OUT2)

101 = reserved

110 = reserved

111 = reserved

3 DOMSK DMA Acknowledge 0 Mask:

Setting this bit masks DMA channel 0's acknowledge (DACKO#) signal.
Useful when channel 0's request (DRQO) input is connected to an
internal peripheral.

2-0 DOREQ2:0 DMA Channel 0 Request Connection:

Connects one of the five possible hardware sources to channel 0’s
request input (DRQO).

000 = DRQO pin (external peripheral)

001 = SIO channel O's receive buffer full signal (RBF)

010 = SIO channel 1's transmit buffer empty signal (TBE)

011 = SSIO transmit holding buffer empty signal (THBE)

100 = TCU counter 1's output signal (OUT1)

101 = reserved

110 = reserved

111 = reserved

Figure 16-17. DMA Configuration Register (DMACFG)
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16.3.3 Channel Registers

To program a DMA hannel’s requester and target addresses and its byte count, write to the DMA
channel registers. Some of the channel registers require the use of a byte pointer (BP) flip-flop to
control the access to the upper and lower bytes. After you write or read a register that requires a
byte pointer specification, the DMA toggles the byte pointer. For example, writing to
DMAOTARO with BP=0 causes the DMA to set BP. The clear byte pointer software command
(DMACLRBP) is available so that you can force BP to a known state (0) before writing to the
channel registers. Issue DMACLRBP by writing to location FOOCH; the data written to the loca-
tion doesn’t matter —writing to the location is all that's necessary to cause the DMA to clear the
byte pointer.

DMA Channel 0

24 16 8 0

Requester Address DMAOREQ3 | | DMAOREQ2 | | DMAOREQ1 | | DMAOREQO
FO11H FO11H FOL0H FO10H

(BP=1) (BP=0) (BP=1) (BP=0)

24 16 8 0

Target Address DMAOTAR3 ‘ ‘ DMAOTAR2 ‘ ‘ DMAOTAR1 ‘ ‘ DMAOTARO
FO86H FO87H FOOOH FOOOH

(BP=1) (BP=0)

16 8 0

Byte Count DMAOBYC2 ‘ ‘ DMAOBYC1 ‘ ‘ DMAOBYCO
F098H FOO1H FOO1H

(BP=1) (BP=0)

DMA Channel 1

24 16 8 0

Requester Address DMA1REQ3 ‘ ‘ DMAL1REQ?2 ‘ ‘ DMA1REQ1 ‘ ‘ DMALREQO
FO13H FO13H FO12H FO12H

(BP=1) (BP=0) (BP=1) (BP=0)

24 16 8 0

Target Address DMALTAR3 ‘ ‘ DMALTAR2 ‘ ‘ DMALTAR1 ‘ ‘ DMALTARO
FO85H FO83H FOO2H FOO2H

(BP=1) (BP=0)

16 8 0

Byte Count DMA1BYC2 ‘ ‘ DMALBYC1 ‘ ‘ DMALBYCO
FO99H FOO3H FOO3H

(BP=1) (BP=0)

Figure 16-18. DMA Channel Address and Byte Count Registers
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NOTE
The value you write to the byte count register must be one less thramtber
of bytes to be transferred. To transfer one byte, write zero to the byte count
register (byte count = number of bytes.) To transfer one word, write one
(byte) to the byte count register (byte count = [numbevarfls X 2]- 1.)

16.3.4 Overflow Enable Register (DMAOVFE)

Use DMAOVFE to specify whether all 26 bits or only the lower 16 bits of the target and requester
addresses are incremented or decremented douiffigr transfers and to determine whether all

24 bits of the byte count or only the lower 16 bits of the byte count are decrementedbdffeng
transfers. A byte count configured for 16-bit decrementing expires when it is decremented from
0000H to FFFFH.

DMA Overflow Enable Expanded Addr:  FO1DH

DMAOVFE PC/AT Addr: —

(read/write) Reset State: OAH

7 0
— — — — || rowi TOV1 ROVO TOVO
Bit Bit )

Number Mnemonic Function
7-4 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
3 ROV1 Channel 1 Requester Overflow Enable:

0 = lowest 16 bits of requester address increment/decrement
1 = all bits of requester address increment/decrement

2 TOV1 Channel 1 Target & Byte Counter Overflow Enable:

0 = lowest 16 bits of target address and byte count increment/decrement
1 = all bits of target address and byte count increment/decrement

1 ROVO Channel 0 Requester Overflow Enable:

0 = lowest 16 bits of requester address increment/decrement
1 = all bits of requester address increment/decrement

0 TOVO Channel 0 Target & Byte Counter Overflow Enable:

0 = lowest 16 bits of target address and byte count increment/decrement
1 = all bits of target address and byte count increment/decrement

Figure 16-19. DMA Overflow Enable Register (DMAOVFE)
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16.3.5 Command 1 Register (DMACMD1)

Use DMACMD1 to enable both channels and to select the rotating method for changing the bus
control priority structure.

DMA Command 1 Expanded Addr:  FOO8H

DMACMD1 PC/AT Addr: 0008H

(write only) Reset State: 00H

7 0
— — — PRE ‘ ‘ — CE — —
Bit Bit Function

Number Mnemonic
7-5 — Reserved; for compatibility with future devices, write zeros to these bits.
4 PRE Priority Rotation Enable:

Setting this bit enables the rotation method for changing the bus control
priority structure. That is, after the external bus master or one of the
DMA channels is given bus control, it is assigned to the lowest priority
level.

— Reserved; for compatibility with future devices, write zero to this bit.

CE Channel Enable:

Clearing this bit enables channel 0 and 1. Setting this bit disables the
channels.

1-0 — Reserved; for compatibility with future devices, write zeros to these bits.

Figure 16-20. DMA Command 1 Register (DMACMD1)
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16.3.6 Status Register (DMASTS)

Use DMASTS to check the status of the channels individually. The DMA sets bits in this register
to indicate that a channel has a hardware request pending or a that channel’s byte count has ex-
pired.

DMA Status Expanded Addr:  FOO8H

DMASTS PC/AT Addr: 0008H

(read only) Reset State: 00H

7 0
— — R1 RO ‘ ‘ — — TC1 TCO
Bit Bit Function

Number Mnemonic
7-6 — Reserved. These bits are undefined.
5 R1 Request 1:

When set, this bit indicates that channel 1 has a hardware request
pending. When the request is removed, this bit is cleared.

4 RO Request 0:

When set, this bit indicates that channel 0 has a hardware request
pending. When the request is removed, this bit is cleared.

3-2 — Reserved. These bits are undefined.

1 TC1 Transfer Complete 1:

When set, this bit indicates that channel 1 has completed a buffer
transfer (either its byte count expired or it received an EOP# input).
Reading this register clears this bit.

0 TCO Transfer Complete 0:

When set, this bit indicates that channel 0 has completed a buffer
transfer (either its byte count expired or it received an EOP# input).
Reading this register clears this bit.

Figure 16-21. DMA Status Register (DMASTS)
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16.3.7 Command 2 Register (DMACMD?2)

Use DMACMD? to select the DRQand EOP# sampling: asynchronous or synchronous. Bus
timing diagrams that show the differences between asynchronous and synchronous sampling are
shown inFigure 16-2 on page 16dndFigure16-11 on page 16-1&\Iso, use DMACMD?2 to

assign a particular bus request to the lowest priority level.

DMA Command 2 Expanded Addr:  FO1AH
DMACMD2 PC/AT Addr: —
(write only) Reset State: 08H
7 0
— — — — || Pu PLO ES DS
Bit Bit Function
Number Mnemonic
7-4 — Reserved; for compatibility with future devices, write zeros to these bits.
3-2 PL1:0 Low Priority Level Set:
Use these bits to assign a particular bus request to the lowest priority
level.

00 = assigns channel 0's request (DRQO) to the lowest priority level
01 = assigns channel 1's request (DRQ1) to the lowest priority level
10 = assigns the external bus master request (HOLD) to the lowest

priority level
11 = reserved
1 ES EOP# Sampling:

Setting this bit causes the DMA to sample the end-of-process (EOP#)
input synchronously. Clearing this bit causes the DMA to sample the
EOP# input asynchronously.

0 DS DRQn Sampling:

Setting this bit causes the DMA to sample the channel request (DRQn)
inputs synchronously. Clearing this bit causes the DMA to sample the
DRQn inputs asynchronously.

Figure 16-22. DMA Command 2 Register (DMACMD?2)
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16.3.8 Mode 1 Register (DMAMOD1)

Use DMAMODL to select a particular channel’s data-transfer mode and transfer direction and to
enable the channel’s auto-initialize buffer-transfer mode. You can configure the DMA to modify
the target address during a buffer transfer by clearing DMAMOD?2.2, then use DMAMODL1.3 to
specify how the channel modifies the address.

DMA Mode 1 Expanded Addr:  FOOBH
DMAMOD1 PC/AT Addr: 000BH
(write only) Reset State: 00H
7 0
DTM1 DTMO TI Al ‘ ‘ TD1 TDO — cs
Bit Bit Function
Number Mnemonic
7-6 DTM1:0 Data-transfer Mode:
00 =demand
01 =single
10 = block

11 = cascade

5 TI Target Increment/Decrement:

Setting this bit causes the target address for the channel specified by bit
0 to be decremented after each data transfer in a buffer transfer.
Clearing this bit causes the target address to be incremented after each
data transfer in a buffer transfer.

Note: When the target address is programmed to remain constant
(DMAMOD2.2 = 1), this bitis a don't care.

4 Al Autoinitialize:

Setting this bit enables the autoinitialize buffer-transfer mode for the
channel specified by bit 0. Clearing this bit disables the autoinitialize
buffer-transfer mode for the channel specified by bit 0.

3-2 TD1:.0 Transfer Direction:
Determines the transfer direction for the channel specified by bit 0.

00 = target is read; nothing is written (used for testing)
01 = data is transferred from the requester to the target
10 = data is transferred from the target to the requester
11 =reserved

Note: In cascade mode, these bits become don't cares.

— Reserved; for compatibility with future devices, write zero to this bit.

0 CSs Channel Select:

Setting this bit means that the selections for bits 7-2 affect channel 1.
Clearing this bit means that the selections affect channel 0.

Figure 16-23. DMA Mode 1 Register (DMAMOD1)
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16.3.9 Mode 2 Register (DMAMOD?2)

Use DMAMOD? to select the data transfer bus cycle option, specify whether the requester and
target are in memory ¢fO, and determine whether the DMA modifies the target and requester
addresses. If you set up the DMA to modify the requester address, use DMAMOD?2 to determine
whether the DMA increments or decrements the requester address during a buffer transfer.

16-34 I



Int9I® DMA CONTROLLER

DMA Mode 2 Expanded Addr:  FO1BH
DMAMOD2 PC/AT Addr: —
(write only) Reset State: 00H
7 0
BCO RD D R || R TH — cs
Bit Bit )
Number Mnemonic Function
7 BCO Bus Cycle Option:

Clearing this bit selects the fly-by data transfer bus cycle option for the
channel specified by bit 0. Setting this bit selects the two-cycle data
transfer bus cycle option for the channel specified by bit 0.

6 RD Requester Device Type:

Set this bit when the requester for the channel specified by bit 0 is in /O
space. Clear this bit when the requester for the channel specified by bit 0
is in memory space.

5 TD Target Device Type:

Set this bit when the target for the channel specified by bit 0 is in I/O
space. Clear this bit when the target for the channel specified by bit 0 is
in memory space.

4 RH Requester Address Hold:

Setting this bit causes the requester’s address for the channel specified
by bit 0 to remain constant during a buffer transfer. Clearing this bit
causes the address to be modified (incremented or decremented,
depending on DMAMOD?2.3).

3 RI Requester Address Increment/Decrement:

Setting this bit causes the requester address for the channel specified by
bit 0 to be decremented after each data transfer in a buffer transfer.
Clearing this bit causes the requester address to be incremented after
each data transfer in a buffer transfer.

Note: When the target address is programmed to remain constant
(DMAMOD2.4 = 1), this bitis a don't care.

2 TH Target Address Hold:

Setting this bit causes the target’s address for the channel specified by
bit 0 to remain constant during a buffer transfer. Clearing this bit causes
the address to be modified (incremented or decremented, depending on
DMAMODL1.5).

— Reserved; for compatibility with future devices, write zero to this bit.

0 Cs Channel Select:

Setting this bit means that the selections for bits 7-2 affect channel 1.
Clearing this bit means that the selections affect channel 0.

Figure 16-24. DMA Mode 2 Register (DMAMOD?2)
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16.3.10 Software Request Register (DMASRR)

Write DMASRR to issue software DMA service requests. Software requests are subject to bus
control priority arbitration with all other software and hardware requests. A software request ac-
tivates the internal channel request signal. This signal remains active until the channel completes
its buffer transfer (either by an expired byte count or an EOP# input). In the demand data-transfer
mode, a buffer transfer is suspended by deactivating the channel request signal. Because you can-
not deactivate the internal channel request signal before the end of a buffer transfer, you cannot
use software requests with demand data-transfer mode.

DMA Software Request (write format) Expanded Addr:  FOO9H
DMASRR PC/AT Addr: 0009H
Reset State: O00OH
7 0
— — — — ‘ ‘ — SR — cs
Bit Bit Function
Number Mnemonic
7-3 — Reserved. These bits are undefined; for compatibility with future devices,

do not modify these bits.

2 SR Software Request:

Setting this bit generates a software request for the channel specified by
bit 0. When the channel’s buffer transfer completes, this bit is cleared.

1 — Reserved. This bit is undefined; for compatibility with future devices, do
not modify this bit.
0 Cs Channel Select:

Setting this bit means that the selection for bit 2 affects channel 1.
Clearing this bit means that the selection affects channel 0.

Figure 16-25. DMA Software Request Register (DMASRR —wr ite format)
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Read DMASRR to see whether a software request for a particular channel is pending.

DMA Software Request (read format) Expanded Addr:  FOO9H
DMASRR PC/AT Addr: 0009H
Reset State: O00OH

7 0
— — — - ]| - — SR1 SRO
Bit Bit Function

Number Mnemonic
7-2 — Reserved. These bits are undefined; for compatibility with future devices,

do not modify these bits.

1 SR1 Software Request 1:
When set, this bit indicates that channel 1 has a software request
pending. Reading this register clears this bit.

0 SRO Software Request 0:

When set, this bit indicates that channel 0 has a software request
pending. Reading this register clears this bit.

Figure 16-26. DMA Software Request Register (DMASRR — read format)
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16.3.11 Channel Mask and Group Mask Registers (DMAMSK and DMAGRPMSK)

Use the DMAMSK and DMAGRPMSK registers to disable (mask) or enable channel hardware
requests. DMAMSK allows you to disable or enable hardware requests for only one channel at a
time, while DMAGRPMSK allows you to disable or enable hardware requests for both channels
at once.

DMA Individual Channel Mask Expanded Addr:  FOOAH
DMAMSK PC/AT Addr: 000AH
(write only) Reset State: 04H
7 0
| — | — — — | | — HRM — cS
Bit Bit Function
Number Mnemonic
7-3 — Reserved; for compatibility with future devices, write zeros to these bits.
2 HRM Hardware Request Mask:

Setting this bit masks (disables) hardware requests for the channel
specified by bit 0. When this bit is set, the channel can still receive
software requests.

1 — Reserved; for compatibility with future devices, write zero to this bit.
Cs Channel Select:

Setting this bit means that the selection for bit 2 affects channel 1.
Clearing this bit means that the selection affects channel 0.

Figure 16-27. DMA Channel Mask Register (DMAMSK)

DMA Group Channel Mask Expanded Addr:  FOOFH
DMAGRPMSK PC/AT Addr: 000FH
(read/write) Reset State: 03H
7 0
| — | _ — — | | — — HRM1 HRMO
Bit Bit Function
Number Mnemonic
7-2 — Reserved. These bits are undefined; for compatibility with future devices,
do not modify these bits.
1 HRM1 Hardware Request Mask 1:

Setting this bit masks (disables) channel 1's hardware requests. When
this bit is set, channel 1 can still receive software requests.

0 HRMO Hardware Request Mask 0:

Setting this bit masks (disables) channel 0's hardware requests. When
this bit is set, channel 0 can still receive software requests.

Figure 16-28. DMA Group Channel Mask Register (DMAGRPMSK)
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16.3.12 Bus Size Register (DMABSR)

Use DMABSR to determine the requester and target data bus widths (8 or 16 bits).

DMA Bus Size Expanded Addr:  FO18H
DMABSR PC/AT Addr: —
(write only) Reset State: FOH
7 0
— RBS — BS || — — — cs
Bit Bit Function
Number Mnemonic
— Reserved; for compatibility with future devices, write zero to this bit.
6 RBS Requester Bus Size:
Specifies the requester’s data bus width for the channel specified by bit
0.
0 = 16-bit bus
1 = 8-bit bus
— Reserved; for compatibility with future devices, write zero to this bit.
TBS Target Bus Size:
Specifies the target’s data bus width for the channel specified by bit 0.
0 = 16-bit bus
1 = 8-bit bus
3-1 — Reserved; for compatibility with future devices, write zeros to these bits.
0 Cs Channel Select:
Setting this bit means that the selections for bits 7—4 affect channel 1.
Clearing this bit means that the selections affect channel 0.

Figure 16-29. DMA Bus Size Register (DMABSR)
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16.3.13 Chaining Register (DMACHR)
Use DMACHR to enable or disable the chaining buffer-transfer mode for a selected channel. The
following steps describe how to set up a channel to perform chaining buffer transfers.
1. Set up the chaining interrupt (DMAINT) service rioet
Configure the channel for the single buffer-transfer mode.

2

3. Progranthe mode registers.

4. Progranthe target address, requester address, and byte count registers.
5

Enable the channel for the chaining buffer-transfer mode. (This activates thenghai
status signal.)

6. Enable the DMAINT interrupt and service it. (The service rowghmuldload the transfer
information for the next buffer transfer.)

7. Enable the channel.

From this point, the chaining interrupt will indicate each time the channel requires new transfer
information. The cycle will continue as long as the chaining buffer-transfer mode is enabled and
new transfer information is written to the channel. New transfer information must be written to

the channel before the channel’s current buffer transfer completes.

DMA Chaining Expanded Addr:  FO19H

DMACHR PC/AT Addr: —

(write only) Reset State: 00H

7 0
— —_ — — ‘ ‘ — CE — cs
Bit Bit Function

Number Mnemonic
7-3 — Reserved; for compatibility with future devices, write zeros to these bits.
2 CE Chaining Enable:

Setting this bit enables the chaining buffer-transfer mode for the channel
specified by bit 0. Clearing this bit disables the chaining buffer-transfer
mode for the channel specified by bit 0.

— Reserved; for compatibility with future devices, write zero to this bit.
0 Cs Channel Select:

Setting this bit means that the selections for bits 7-2 affect channel 1.
Clearing this bit means that the selections affect channel 0.

Figure 16-30. DMA Chaining Register (DMACHR)
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16.3.14 Interrupt Enable Register (DMAIEN)

Use DMAIEN to individually connect channel O's and 1's transfer complete signal to the
DMAINT interrupt request input.

DMA Interrupt Enable Expanded Addr:  FO1CH

DMAIEN PC/AT Addr: —

(read/write) Reset State: 00H

7 0
— — — — ‘ ‘ — — TC1 TCO
Bit Bit Function

Number Mnemonic
7-2 — Reserved. These bits are undefined; for compatibility with future devices,

do not modify these bits.

1 TC1 Transfer Complete 1:

Setting this bit connects channel 1's transfer complete signal to the
interrupt control unit's DMAINT input.

Note: When channel 1 is in chaining mode (DMACHR.2=0 and
DMACHR.0=1), this bitis a don’t care.

0 TCO Transfer Complete 0:

Setting this bit connects channel 0's transfer complete signal to the
interrupt control unit's DMAINT input.

Note: When channel 0 is in chaining mode (DMACHR.2=0 and
DMACHR.0=0), this bitis a don't care.

Figure 16-31. DMA Interrupt Enable Register (DMAIEN)
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16.3.15 Interrupt Status Register (DMAIS)

DMAIS indicates which source activated the DMA interrupt request signal (channel 0 transfer
complete, channel 1 transfer complete, channel 0 chaining, or channel 1 chaining).

DMA Interrupt Status Expanded Addr:  FO19H

DMAIS PC/AT Addr: —

(read only) Reset State: 00H

7 0
— — TC1 TCO ‘ ‘ — — cn CIo
Bit Bit Function

Number Mnemonic
7-6 — Reserved. These bits are undefined.
5 TC1 Transfer Complete 1:

When set, this bit indicates that channel 1 has completed a buffer
transfer (either its byte count expired or it received an EOP# input). This
bit is set only if bit 1 of the interrupt enable register is set. Clearing bit 1
of the DMA status register clears this bit.

Note: In chaining mode, this bit becomes a don't care.
4 TCO Transfer Complete 0:

When set, this bit indicates that channel 0 has completed a buffer
transfer (either its byte count expired or it received an EOP# input). This
bit is set only if bit 0 of the interrupt enable register is set. Clearing bit 0
of the DMA status register clears this bit.

Note: In chaining mode, this bit becomes a don't care.

3-2 — Reserved. These bits are undefined.

1 Cl1 Chaining Interrupt 1:

When set, this bit indicates that new requester and target addresses and
a new byte count should be written to channel 1. This bit is cleared when
new transfer information is written to the channel. (Writing to the most-
significant bit of the target address clears this bit.)

Note: Outside chaining mode, this bit becomes a don't care.

0 CIo Chaining Interrupt O:

When set, this bit indicates that new requester and target addresses and
a new byte count should be written to channel 0. This bit is cleared when
new transfer information is written to the channel. (Writing to the most-
significant bit of the target address clears this bit.)

Note: Outside chaining mode, this bit becomes a don't care.

Figure 16-32. DMA Interrupt Status Register (DMAIS)
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16.3.16 Software Commands

The DMA contains four software commands: clear byte pointer, clear DMA, clear mask register,
and clear transfer complete signal. Each software command has an I/O address associated with it
(seeTable 16-3. To issue a software command, write to its I/O address; the data written doesn't
matter —writing to the location is all that is necessary.

Table 16-3. DMA Software Commands

Name .
(Address) Command Functions

DMACLRBP Clear byte pointer Resets the byte pointer flip-flop. Perform this

(FOOCH) command at the beginning of any access to the
channel registers, to ensure a predictable place in
the register programming sequence.

DMACLR Clear DMA Sets all DMA functions to their default states.

(FOODH)

DMACLRMSK | Clear mask register Simultaneously clears the mask bits of all channels

(FOOEH) (enabling all channels).

DMACLRTC Clear transfer complete signal Resets the transfer complete signal. Allows the

(FO1EH) source of the DMA request (hardware or software)
to acknowledge the completion of a transfer
process.
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16.3.17 Programming Considerations

Consider the following when programming the DMA.

The DMA transfers data between a requester and a target. The transfer direction is program-
mable and determines whether the requester or the target is the source or destination of a
transfer.

The two-cycle data transfer bus cycle option uses a four-byte temprfiey. During a

buffer transfer, the channel fills the temporary buffer from the source before writing any
data to the destination. Therefore, the number of bus cycles that it takes to transfer data
from the source to the destination depends on the amount of data to transfer and the source
and destination data bus widths.

Each channel contains a 26-bit requester address, 26-bit target address, and 24-bit byte
count. These values are programmed through the use of 8-bit registers, some of which are
multiplexed at the same addresses. A byte pointer (BP) controls the access to these
multiplexed registers. After you write or read a register that requires a byte pointer specifi-
cation, the channel toggles the byte pointer. For example, writing to DMAOTARO with
BP=0 causes the DMA to set BP. The clear byte pointer software command (DMACLRBP)
allows you to force BP to a known state (0) before writing to the registers.

The target and requester addresses are incremented, decremented, or left unchanged and the
byte count is decremented after each data transfer within a buffer transfer. Reading a
register returns the current (or modified) value rather than the original programmed values.

The chaining buffer-transfer mode requires that you write new transfer information to the
channel before the current buffer transfer completes. The channel determines whether new
transfer information was written to it by checking the most-significant byte of the target
address. Writing to this byte sets an internal flag that tells the channel that new transfer
information was written to it. Therefore, it is only necessary to change the target address
between chaining buffer transfers. If you want to change the requester address and byte
count also, you should write these values before writing the most-significant byte of the
target address.

If a channel is configured to increment the requester address and the requester’s bus size is
selected as 16 bits, the channel will increment the requester address by two after each data
transfer. However, ithe channel is configured to decrement the requester address, the
channel will only decrement the address by one. This is true for the target also. In other
words, the channels cannot decrement by words. When a channel is configured to
decrement the requester or target address and transfer words, the correct number of words
will be transferred; however, the transfers will be on a byte basis.

Enabling both the autoinitialize and chaining buffer-transfer modes will inapeedictable
results.
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CHAPTER 17
JTAG TEST-LOGIC UNIT

The JTAG test-logic unit enables you to test both the device logic and the interconnections be-
tween the device and a board. The teffAG refers to the Joint Test Action Group, the IEEE
technical subcommittee that developed the testability standard published as Standard 1149.1-
1990, IEEE Standard Test Access Parid Boundary-Scan Architectdrand its supplement,
Standard 1149.1a-1998he JTAG test-logic unit is fully compliant with this standard.

This chapter describes the test-logic unit and explansto use it. The information is organized
as follows:

* Overview

* Operation

* Testing

¢ Timing information

¢ Design considerations

17.1 OVERVIEW

As the title of the IEEE standard suggest® major components of the test-logic unit are tisé te
access porand theboundary-scamegister The termtest access po(TAP) refers to the dedicat-

ed input and output pins through which a tester communicates with the test-logic unit. The term
boundary-scamefers to the ability tgscan(observe) the signals at tbeundary(the pins) of a

device. A boundary-scan cell resides at each pin. These cells are connected serially to form the
boundary-scan register, which alloyau to control or observe every device pinepicthe clock

pin, the power and ground pins, and the test access port pins.

1 Some of the figures and tables in this chapter were reproduced from Standardl@989EEE Standard Test Ac-

cess Port and@oundary-Scan Architectur€opyright 1993 by the Inistite of Electrical and Electronics Eimeers,
Inc., with the permission of tHEEE.

17-1



JTAG TEST-LOGIC UNIT Int9I®

The test-logic unit allows a tester to perform the following tasks.

identify a component on a board (manufacturer, part number, and version)
bypass one or more components on a board while testing others

preload a pin state for a test or read the current pin state

perform static (slow-speed) testing of this device

test off-chip circuitry and board-level interconnections

place all device output pins into their inactive drive (high-impedance) state, allowing
external hardware to drive connections that the processor normally drives

The test-logic unitRigure 17-) is fully compliant with IEEE Standard 1149.1. It consists of the

test access port, the test access port (TAP) controller, the instruction register (IR), and three data
registers (IDCODE, BYPASS, and BOUND). It also includes logic for generating necessary
clock and control signals.

I [ }—me—> IR Register

i

Tk [ >
™S [ }F———— TAP —
Controller
TRST# [ }—1—>

1 Y

®—>| IDCODE Register

h’

®—>| BYPASS Register

—

> BOUND Register

éég ......

Output
> Stage [] TDO

A2340-01

Figure 17-1. Test Logic Unit Connections
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17.2 TEST-LOGIC UNIT OPERATION

This section describes the individual components of the test-logic unit.

17.2.1 Test Access Port (TAP)

The test access port consists of five dedicated pins (four inputs and one outphtpligk hese

pins that all communication with the test-logic unit takes place. This unit has its own clock (TCK)
and reset (TRST#) pins, so it is independent of the rest of the device. The test-logic unit can read
or write its registers even if the rest of the device is in reset or powerdown.

The test-logic unit allows you to shift test instructions and test data into the device and to read the
results of the test. A tester (that is, an external bus master such as automatic test equipment or a
component that interfaces to a higher-level test bus) controls the TAP controller's operation by
applying signals to the clock (TCK) and test-mode-select (TMS) inputs. Instructions and data are
shifted serially from the test-data input (TDI) to the test-data output (TDxD)e 17-1describes

the test access port pins.

Table 17-1. Test Access Port Dedicated Pins

Pin Name Description

TCK Test Clock Input:

Provides the clock input for the test-logic unit. An external signal must provide a maximum
input frequency of one-half the CLK2 input frequency. TCK is driven by the test-logic unit's
control circuitry.

TDI Test Data Input:

Serial input for test instructions and data. Sampled on the rising edge of TCK; valid only when
either the instruction register or a data register is being serially loaded.

TDO Test Data Output:

Serial output for test instructions and data. TDO shifts out the contents of the instruction
register or the selected data register (LSB first) on the falling edge of TCK. If serial shifting is
not taking place, TDO floats.

T™MS Test Mode Select Input:
Controls the sequence of the TAP controller’s states. Sampled on the rising edge of TCK.
TRST# Test Reset Input:

Resets the TAP controller at power-up. Asynchronously clears the data registers and
initializes the instruction register to 0010 (the IDCODE instruction opcode).
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17.2.2 Test Access Port (TAP) Controller

The TAP controller is a finite-state machine that is capable of 16 states. Three of its states provide
the basic actions required for testing: applying stimulus (update-data-register), executing a test
(run-test/idle), and capturing the response (capture-data-register). Its remaining.gbpias
loading instructions, shifting information toward TDO, scanning pins, and pausing to allow time
for the tester to perform other operations.

The TAP controller changes state only isgense to the assertion of the test-ragrit (TRST#)

or the state of the mode-select pin (TMS) on the rising edge of TCK. TRST# causes tenTAP
troller to enter its test-logic-reset state, and the state of TMS on the rising edge of TCK controls
the subsequent stat@&able 17-2describes the states aRjure 17-2illustrates how the TAP

state machine moves from one state to another.

Table 17-2. TAP Controller State Descriptions

Next State

State Description (on TCK Rising Edge)

TMS =0 TMS =1

Test-Logic-Reset | Resets the test-logic unit and forces the IDCODE | Run-Test/ldle | Test-Logic-Reset
instruction into the instruction register. (In
components that have no IDCODE instruction, the
BYPASS instruction is loaded instead.) Test logic
is disabled; the device is in normal operating
mode.

Run-Test/Idle Executes a test or disables the test logic. Run-Test/Idle | Select-DR-Scan

Select-DR-Scan Selects the data register to be placed in the serial | Capture-DR | Select-IR-Scan
path between TDI and TDO.

Capture-DR Parallel loads data into the active data register, if | Shift-DR Exitl-DR
necessary. Otherwise, the active register retains
its previous state.

Shift-DR The active register shifts data one stage toward Shift-DR Exitl-DR

TDO on each TCK rising edge.
Exitl-DR The active register retains its previous state. Pause-DR Update-DR
Pause-DR The active register temporarily stops shifting data | Pause-DR Exit2-DR

and retains its previous state.
Exit2-DR The active register retains its previous state. Shift-DR Update-DR
Update-DR Applies stimulus to the device. Data is latched Run-Test/Idle | Select-DR-Scan

onto the active register’s parallel output on the
falling edge of TCK. If the register has no parallel
output, it retains its previous state.

NOTE: By convention, the abbreviation DR stands for data register, and IR stands for instruction register.
The active register is the register that the current instruction has placed in the serial path between
TDI and TDO.

17-4



JTAG TEST-LOGIC UNIT

Table 17-2. TAP Controller State Descriptions (Cont  inued)

Next State
State Description (on TCK Rising Edge)
TMS =0
Select-IR-Scan Test-logic is idle and the instruction register Capture-IR Test-Logic-Reset
retains its previous state.
Capture-IR Loads the SAMPLE/PRELOAD instruction Shift-IR Exitl-IR
instruction (0001) into the instruction register.
Shift-IR Shifts the SAMPLE/PRELOAD instruction one Shift-IR Exitl-IR
stage toward TDO while shifting the new
instruction in from TDI on each rising edge of TCK.
Exit1-IR The instruction register retains its previous state. Pause-IR Update-IR
Pause-IR The instruction register temporarily stops shifting Pause-IR Exit2-IR
and retains its previous state.
Exit2-IR The instruction register retains its previous state. Shift-IR Update-IR
Update-IR Latches the current instruction onto the instruction | Run-Test/Idle | Select-DR-Scan
register’s parallel output on the falling edge of
TCK.

NOTE: By convention, the abbreviation DR stands for data register, and IR stands for instruction register.
The active register is the register that the current instruction has placed in the serial path between
TDI and TDO.

For example, assume that the TAP controller is in its test-logic-reset state and you want it to start
shifting the contents of the instruction register from TDI toward TDO (Shift-IR state). This state
change requires a zero, two ones, then two zeros on TMS at the next five rising edges of TCK
(seeTable 17-3. By supplying the proper values in the correct sequence, you can move the TAP

controller from any state to any other state.

Table 17-3. Example TAP Controller State Selections

Initial State TMS Value at TCK Rising Edge Resulting State
Test-Logic- 0 Run-Test/Idle
Reset
Run-Test/Idle 1 Select-DR-Scan
Select-DR-Scan 1 Select-IR-Scan
Select-IR-Scan 0 Capture-IR
Capture-IR 0 Shift-IR
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17.2.3 Instruction Register (IR)

An instruction opcode is clocked serially through the TDI pintinédour-bit ingruction register
(Figure 17-3. The instruction determines which data register is affedtgle 17-4lists the in-
structions with their binary opcodes, descriptions, and associated registers.

Instruction Register
IR Reset State: 02H
3 0
INST3 INST2 INST1 INSTO
Bit Bit Function
Number Mnemonic

3-0 INST3:0 Instruction opcode. At reset, this field is loaded with 0010, the opcode for
the IDCODE instruction. Instructions are shifted into this field serially
through the TDI pin. (Table 17-4 lists the valid instruction opcodes.)

Figure 17-3. Instruction Register (IR)

Table 17-4. Test-logic Unit Instructions

Mnemonic | Opcode* Description nggfedr

BYPASS 1111 Bypass on-chip system logic (mandatory instruction). BYPASS
Used for those components that are not being tested.

EXTEST 0000 Off-chip circuitry test (mandatory instruction). BOUND
Used for testing device interconnections on a board.

SAMPRE 0001 Sample pins/preload data (mandatory instruction). BOUND

Used for controlling (preload) or observing (sample) the signals at
device pins. This test has no effect on system operation.

IDCODE 0010 ID code test (optional instruction). IDCODE
Used to identify devices on a board.

* The opcode is the sequence of data bits shifted serially into the instruction register (IR) from the TDI input.
The opcodes for EXTEST and BYPASS are mandated by IEEE 1149.1, so they should be the same for all
JTAG-compliant devices. The remaining opcodes are designer-defined, so they may vary among devices.
NOTE: All unlisted opcodes are reserved. Use of reserved opcodes could cause the device to enter
reserved factory-test modes.
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Table 17-4. Test-logic Unit Instructions (Continued)

Mnemonic | Opcode* Description Affepted
Register
INTEST 1001 On-chip system test (optional instruction). BOUND
Used for static testing of the internal device logic in a single-step
mode.
HIGHZ 1000 High-impedance/ONCE mode test (optional instruction). BYPASS
Used to place device pins into their inactive drive states. Allows
external components to drive signals onto connections that the
processor normally drives.

* The opcode is the sequence of data bits shifted serially into the instruction register (IR) from the TDI input.
The opcodes for EXTEST and BYPASS are mandated by IEEE 1149.1, so they should be the same for all
JTAG-compliant devices. The remaining opcodes are designer-defined, so they may vary among devices.
NOTE: All unlisted opcodes are reserved. Use of reserved opcodes could cause the device to enter
reserved factory-test modes.

17.2.4 Data Registers

The test-logic unit uses three data registers: bypass, identification code, and boundary-scan. The
instruction determines which data register is used.

The single-bit bypass register (BYPASS) provides a minimal-length serial path between TDI and
TDO. During board-level testing, you can use this path for any devices thedt angrrently un-
der test. This speeds access to the data registers for the deviese beng tested.

The 32-bit identification code register (IDCODE) identifies a device by manufacturer, part num-
ber, and version numbéfigure 17-4describes the register and shows the values for this device.
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Identification Code Register
IDCODE Reset State: 0027 0013H
31 24
[ o [ o [ o | o Jf o [ o | o | o |
23 16
[ o [ o [ ¢+ | o JfL o [ ¢+ | & | 1 |
15 8
[ o | o [ o | o L o [ o [ o [ o |
7 0
[ o [ o [ o | ¢+ Jf o [ o | s | 1 |
Bit Bit Function
Number Mnemonic
31-28 V3:0 Device version number.
27-12 PN15:0 Device part number.
11-1 MFR10:0 Manufacturer identification (compressed JEDEC106-A code).
0 IDP Identification Present. Always true for this device.
This is the first data bit shifted out of the device during a data scan
immediately following an exit from the test-logic-reset state. A one
indicates that an IDCODE register is present. (A zero originates from the
BYPASS register and indicates that the device being interrogated has
no IDCODE register.)

Figure 17-4. ldentification Code Register (IDCODE)

The boundary-scan register (BOUND) holds data to be applied to the pins or data observed at the
pins. Each bit corresponds to a specific fialfle 17-5.

17-9



JTAG TEST-LOGIC UNIT Int9I®

Table 17-5. Boundary-scan Register Bit Assignments

Bit Pin Bit Pin Bit Pin Bit Pin
0 | M/IO# 25 | Al15 50 | TMROUT2 75 | P2.2
1 |D/C# 26 | A16/CASO 51 | TMRGATE2 76 | P2.3
2 | WIR# 27 | A17/CAS1 52 | INT4/TMRCLKO 77 | P24
3 | READY# | 28 | A18/CAS2 53 | INTS/TMRGATE 78 | DACKO#
0
4 | BS8# 29 | A19 54 | INT6/TMRCLK1 79 | P2.5/RXDO0
5 | RD# 30 | A20 55 | INT7/TMRGATE 80 | P2.6/TXDO
1
6 | WR# 31 | A21 56 | STXCLK 81 | P2.7
7 | BLE# 32 | A22 57 | FLT# 82 | UCS#
8 | BHE# 33 | A23 58 | P1.0 83 | CS6#/REFRESH#
9 | ADS# 34 | A24 59 P11 84 | LBA#
10 | NA# 35 | A25 60 | P1.2 85 | DO
11 | Al 36 | SMI# 61 | P1.3 86 | D1
12 | A2 37 | P3.0/TMROUTO 62 | P14 87 | D2
13 | A3 38 | P3.1/TMROUT1 63 | P1.5 88 | D3
14 | A4 39 | SRXCLK 64 | P1.6/HOLD 89 | D4
15 | A5 40 | SSIORX 65 | RESET 90 | D5
16 | A6 41 | SSIOTX 66 | P1.7/HLDA 91 | D6
17 | A7 42 | P3.2/INTO 67 | DACK1#/TXD1 92 | D7
18 | A8 43 | P3.3/INT1 68 | EOP# 93 | D8
19 | A9 44 | P3.4/INT2 69 | WDTOUT 94 | D9
20 | Al0O 45 | P3.5/INT3 70 | DRQO 95 | D10
21 | A1l 46 | P3.6/PWRDOWN 71 | DRQ1/RXD1 96 | D11
22 | Al2 47 | P3.7/SERCLK 72 | SMIACT# 97 | D12
23 | A13 48 | PEREQ/TMRCLK2 | 73 | P2.0 98 | D13
24 | Al4 49 | NMI 74 | P21 99 | D14
100 | D15
NOTES:

1. BitOis closest to TDI; bit 100 is closest to TDO.

2. The boundary-scan chain consists of 101 bits; however, each bit has both a control cell
and a data cell, so an EXTEST or INTEST instruction requires 202 shifts (101 bits x 2
cells).

17.3 TESTING
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This section explains how to use the test-logic unit to test the device and the board interconnec-

tions. For any test, you must load an instruction and perform an instruction-scan cycle, then sup-

ply the correct sequence of ones and zeros to move the TAP controller through the required states
to perform the test.

17.3.1 Identifying the Device

The IDCODE instruction allows you to determine the contents of a device’s IDCODE register.
When TRST# is asserted, the test-logic-reset state forces the IDCODE instruction into the in-
struction register’s parallel output latches. You can also load this instruiggoarly other, by
manipulating the TDI input teupply the binary opcode (0010). The Capture-DR state loads the
identification code into the IDCODE register, and the Shift-DR state shifts the value out.

17.3.2 Bypassing Devices on a Board

The BYPASS instruction allows you to bypass one or more devices on a board while testing oth-
ers. This significantly reduces the time required for a test. For example, assume that a board has
100 devices, each of which has 100 bits in its boundary-scan register. If the boundary-scan cells
are all connected in series, the boundary-scan path is 10e3#% dbng. Bypassing devices al-

lows you to shorten the path considerably. If you set 99 of the devices to shift through their bypass
registers and only a single chip to shift througtbasindary-scamegister (100 li§), the serial

path is only 199 stages long.

You load the BYPASS instruction by manipulating TDI to supply the binary ogdddd). The
Capture-DR state loads a logic 0 into the bypass register and the Shift-DR state shifts the value
out.

17.3.3 Sampling Device Operation and Preloading Data

The SAMPLE/PRELOAD instruction has two functions: SAMPLE takes a snapshot ofaata f

ing from (or to) the system pins to (or from) on-chip system logic, while PRELOAD places an
initial data pattern at the latched parallel outputs of the boundary-scan register cells in preparation
for another boundary-scan test operation.

You load the SAMPLE/PRELOAD instruction by manipulating TDI to supply the binary opcode
(0001). The Shift-DR state places the boundary-scan register in the serial path between TDI and
TDO, the Capture-DR state loads the pin states into the boundary-scan register, and the Update-
DR state loads the shift-register contents intobinendary-scan register’s parallel outputs.
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17.3.4 Testing the Device

The INTEST instruction allows static (slow-speed) testing of a device’s logic while the device is
assembled on a board. The boundary-scan register assumes the role of the tester. The device out
puts drive the output pins; input pins are ignored. In Update-DR state, the boundary-scan chain
drives the device inputs. Each test pattern and response is shifted throogiritiery-scan reg-

ister. The device operates in a single-step mode controlled by the CLK2 input; the circuitry moves
one step forward in its operation each time shifting of the boundary-scan register completes.

Typically, you would use the SAMPLE/PRELOAD instruction to load data onto the boundary-
scan register’s latched parallel outputs before loading the INTEST instruction. You load the IN-
TEST instruction by manipulating TDI to supply the binary opcode (10Gi)nBary-scan cells

at nonclock inputs are used to apply the test stimuli, while cells at outputs capture the results.

17.3.5 Testing the Interconnections

The EXTEST instruction allows testing of off-chip circuitry and board-level interconnections.
Boundary-scan cells at the system outputs are used to apply test stimuli, while cells at system in-
puts capture the results. The Capture-DR state captures input pins into the chain; the Update-DR
state drives the new values of the parallel output onto the output pins.

Typically, you would use the SAMPLE/PRELOAD instruction to load data onto the boundary-
scan register’s latched parallel outputs before loading the EXTEST instruction. You load the EX-
TEST instruction by manipulating TDI to supply the binary opcode (0000). The Update-DR state
drives the preloaded data onto the pins for the first test. Stimuli for the remaining tests are shifted
in while the results for the completed tests are shifted out.

17.3.6 Disabling the Output Drivers

The HIGHZ instruction places all system logic outputs into an inactive drive (high impedance)
state. This state allows an on-circuit emulator to drive signals onto connections that processor
outputs normally drive, without risk of damaging the processor. It also allows you to connect a
data source (such as a test chip) to board-level signals (such as an array of memory devices) that
the processor outputs normally drive. During normal operation, the processor outputs would be
active, while the test chip outputs would be inactive. During testing, you would use the HIGHZ
instruction to place the processor outputs into an inactive drive state, then enable the test chip to
drive the connections.

You load the HIGHZ instruction by manipulating the TDI input to supply the binary opcode

(1000). The Capture-DR state loads a logic 0 into the bypass register, and the Shift-DR state shifts
the value out.
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17.4 TIMING INFORMATION

The test-logic unit’s input/output timing is as specified in IEEE9.1.Figure 17-5shows the
pin timing associated with loading the instruction registerfigdre 17-6 shows the timing for
loading a given data register.
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Figure 17-5. Internal and External Timing for Loading the Instruction Register
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17.5 DESIGN CONSIDERATIONS

This section outlines considerations for the test-logic unit.

* For system-level on-circuit emulation, use the HIGHZ instruction to enter ONCE mode. For
device-level on-circuit emulation, you assert the FLT# pin to enter ONCE mode. This
method can interfere with the test-logic unit's parallel functioriepagh it does not affect
the shifting functions or the TDO output. (If your design does not use the test access port
pins, however, asserting FLT# does float the TDO output.)
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APPENDIX A
SIGNAL DESCRIPTIONS

This appendix provides reference information for the pins and signals of the device, including the
states of certain pins during reset, idle, powerdown, and hold. The information is presgnted in
tables:

* Table A-1defines the abbreviations usedliable A-2to describe the signals.
* Table A-2 on page A-Bists and describes each signal.

* Table A-3 on page A-defines the abbreviations usedTiable A-4to describe the pin
states.

* Table A-4 on page A-Bsts the states of output and bidirectional pins after reset and during
idle, powerdown, and hold. It also lists input pins that have permanent weak pull-ups and
pull-downs.

Table A-1. Signal Description Abbreviations

Abbreviation Definition

# the named signal is active low

— not applicable or none
| standard CMOS input

O standard CMOS output
oD open-drain output
/0 bidirectional (input and output)
ST Schmitt-triggered input
P power pin
ground pin
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ERRATA (4/4/95) in
SIGNAL DESCRIPTIONS In Table A-2 (page A-2) BS8# Type incorrectly shown as “O”; ®

__| now correctly shows “I".

/ Table A-2is an alphabetical list of the device signals. Whétiplexed withcolumn lists other
/ signals that share a pin with the signal listed inSigmalcolumn.

Table A-2. Signal Descriptions (Sheet 1 of 6)

Signal Type Name and Description Multiplexed with
A25:19 (0] Address Bus:
A18:16

Outputs physical memory or port I/O addresses. These signals CAS2:0
are valid when ADS# is active and remain valid until the next | —
T1, T2P, or Ti.

ADS# O Address Status: —

Indicates that the processor is driving a valid bus-cycle
definition and address (W/R#, D/C#, M/IO#, A25:1, BHE#,
BLE#) onto its pins.

BHE# (@) Byte High Enable: —
Indicates that the processor is transferring a high data byte.
BLE# O Byte Low Enable: —

A15:1

Indicates that the processor is transferring a low data byte.

\\ BS8# | | Bus Size:

Indicates that an 8-bit device is currently being addressed.

BUSY# | Busy: TMRGATE2

Indicates that the math coprocessor is busy. If BUSY# is
sampled low at the falling edge of RESET, the processor
performs an internal self test.

CAS2:.0 O Cascade Address: A18:16

Carries the slave address information from the master 8259A
interrupt module during interrupt acknowledge bus cycles.

CLK2 ST | Input Clock: —

Connect an external clock to this pin to provide the
fundamental timing for the microprocessor. The internal
processor clock frequency is half the CLK2 frequency.

COMCLK | SIO Baud Clock: P3.7

An external source connected to this pin can clock the SIOn
baud-rate generator.

CS6# O Chip-selects (lower): REFRESH#
CS5# Asserted when the address of a memory of I/O bus cycle is DACKO#
Csa# within the programmed address region. p2.4

CS3# pP2.3

CS2# pP2.2

CS1# P2.1

CSO# P2.0
CTS1# | Clear to Send: EOP#
CTS0# Indicates that the modem or data set is ready to exchange P2.7

data with the SIO channel.
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Table A-2. Signal Descriptions (Sheet 2 of 6)

Signal Type Name and Description Multiplexed with

D15:0 /O | Data Bus: —
Inputs data during memory read, 1/O read, and interrupt
acknowledge cycles; outputs data during memory write and
1/O write cycles. During reads, data is latched during the falling
edge of phase 2 of T2, T2P, or T2i. During writes, this bus is
driven during phase 2 of T1 and remains active until phase 2
of the next T1, T1P, or Ti.

DACK1# (0] DMA Channel Acknowledge: TXD1

DACKO# Indicates that the DMA channel is ready to service the CSs#
requesting device. An external device uses the DRQn pin to
request DMA service; the DMA uses the DACKn pin to
indicate that the request is being serviced.

DIC# (0] Data/Control: —
Indicates whether the current bus cycle is a data cycle
(memory or I/O read or write) or a control cycle (interrupt
acknowledge, halt/shutdown, or code fetch).

DCD1# | Data Carrier Detect: DRQO

DCDo# Indicates that the modem or data set has detected the SIO P1.0
channel's data carrier.

DRQ1 | DMA External Request: RXD1

DRQO Indicates that an external device requires DMA service. DCD1#

DSR1# | Data Set Ready: STXCLK

DSRO# Indicates that the modem or data set is ready to establish the P1.3
communications link with the SIO channel.

DTR1# O Data Terminal Ready: SRXCLK

DTRO# Indicates that the SIO channel is ready to establish a commu- P1.2
nications link with the modem or data set.

EOP# 1/0OD | End-of-process: CTS1#
As an input, this signal terminates a DMA transfer. As an
ouput, it indicates that a DMA transfer has completed.

ERROR# | Error: TMROUT2
Indicates the the math coprocessor has an error condition.

FLT# | Float: —
Forces all bidirectional and output signals except TDO to a
high-impedance state.

HLDA (0] Hold Acknowledge: P1.7
Indicates that the processor has relinquished local bus control
to another bus master in response to a HOLD request.

HOLD | Hold Request: P1.6

An external bus master asserts HOLD to request control of the
local bus. The processor finishes the current nonlocked bus
transfer, releases the bus signals, and asserts HLDA.
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Table A-2. Signal Descriptions (Sheet 3 of 6)

intel.

Signal Type Name and Description Multiplexed with
INT7 | Interrupt Requests: TMRGATE1
INT6 These maskable inputs cause the processor to suspend TMRCLK1
INTS execution of the current program and execute an interrupt TMRGATEO
INT4 acknowledge cycle. TMRCLKO
INT3 P3.5
INT2 P3.4
INT1 P3.3
INTO P3.2
LBA# (0] Local Bus Access: —

Indicates that the processor provides the READY# signal
internally to terminate a bus transaction. This signal is active
when the processor accesses an internal peripheral or when
the chip-select unit provides the READY# signal for an
external peripheral.

LOCK# (0] Bus Lock: P1.5
Prevents other bus masters from gaining control of the bus.

M/IO# (0] Memory/IO: —
Indicates whether the current bus cycle is a memory cycle or
an I/O cycle.

NA# | Next Address: —
Requests address pipelining.

NMI ST | Nonmaskable Interrupt Request: —
Causes the processor to suspend execution of the current
program and execute an interrupt acknowledge cycle.

PEREQ | Processor Extension Request: TMRCLK2
Indicates that the math coprocessor has data to transfer to the
processor.

P1.7 I/1O | Port 1: HLDA

P1.6 General-purpose, bidirectional 1/0O port. HOLD

P1.5 LOCK#

P1.4 RIO#

P1.3 DSRO#

P1.2 DTRO#

P1.1 RTSO#

P1.0 DCDO#

P2.7 I/10 | Port 2: CTSO0#

P2.6 General-purpose, bidirectional 1/0O port. TXDO

P2.5 RXDO

P2.4 Csat#

P2.3 CS3#

P2.2 CS2#

P2.1 CS1#

P2.0 CSo#
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SIGNAL DESCRIPTIONS

ERRATA (4/4/95) In Table A-2 (page A-5) READY# Type incorrectly shown as “I”; now correctly shows “I/O”. SMI# Type in-
correctly shown as “I”; now correctly shown as “ST".

Table A-2. Signal Descriptions (Sheet 4 of 6)

Signal Type Name and Description Multiplexed with
P3.7 I/1O | Port 3: COMCLK
P3.6 General-purpose, bidirectional 1/O port. PWRDOWN
P3.5 INT3
P3.4 INT2
P3.3 INT1
P3.2 INTO
P3.1 TMROUT1
P3.0 TMROUTO
PWRDOWN (0] Powerdown Output: P3.6

Indicates that the device is in powerdown mode.
RD# (0] Read Enable:
Indicates that the current bus cycle is a read cycle and the
data bus is able to accept data.
READY# I/O | Ready: —
Indicates that the current bus cycle has completed. The
processor drives READY# when LBA# is active; otherwise, the
processor samples READY# on the falling edge of phase 2 of
T2, T2P or T2i.
REFRESH# (0] Refresh: CS6#
Indicates that a refresh bus cycle is in progress and that the
refresh address is on the bus for the DRAM controller.
RESET ST | System Reset Input: —
Suspends any operation in progress and places the processor
into a known reset state.
RI1# | Ring Indicator: SSIORX
Rio# Indicates that the modem or data set has received a telephone P1.4
ringing signal.
RTS1# O Request to Send: SSIOTX
RTSO0# Indicates that the SIO channel is ready to exchange data with P11
the modem or data set.
RXD1 | Receive Data: DRQ1
RXDO Accepts data from the modem or data set to the SIO channel. P2.5
SMI# ST | System Management Interrupt: —
Causes the device to enter System Management Mode. SMI#
is the highest priority external interrupt.
SMIACT# (0] System Management Interrupt Active: —
Indicates that the processor is in System Management Mode.
SRXCLK I/O | SSIO Receive Clock: DTR1#
In master mode, the baud-rate generator's output appears on
SRXCLK and can be used to clock a slave transmitter. In slave
mode, SRXCLK functions as an input clock for the receiver.
SSIORX | SSIO Receive Serial Data: RI1#

Accepts serial data (most-significant bit first) into the SSIO.
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ERRATA (3/28/95)
TCK description, second sentence removed. TRST# Type incorrectly shown as “I”; now correctly shown as “ST”.

Table A-2. Signal Descriptions (Sheet 5 of 6)

Asserted when the address of a memory or I/O bus cycle is
within the programmed address region.

Signal Type Name and Description Multiplexed with
SSIOTX (0] SSIO Transmit Serial Data: RTS1#
Sends serial data (most-significant bit first) from the SSIO.
STXCLK I/O | SSIO Transmit Clock: DSR1
In master mode, the baud-rate generator's output appears on
STXCLK and can be used to clock a slave receiver. In slave
mode, STXCLK functions as an input clock for the transmitter.
TCK | Test Clock Input: —
Provides the clock input for the test-logic unit. An external
signal must provide a maximum input frequency of one-half
the CLK2 input frequency. TCK is driven by the test-logic unit’s
control circuitry.
TDI | Test Data Input: —
Serial input for test instructions and data. Sampled on the
rising edge of TCK; valid only when either the instruction
register or a data register is being serially loaded.
TDO O Test Data Output: —
Serial output for test instructions and data. TDO shifts out the
contents of the instruction register or the selected data register
(LSB first) on the falling edge of TCK. If serial shifting is not
taking place, TDO floats.
TMRCLK2 | Timer/Counter Clock Input: PEREQ
TMRCLK1 An external clock source connected to the TMRCLKn pin can INT6
TMRCLKO drive the corresponding timer/counter. Alternatively, the INT4
internal prescaled clock can drive the timer/counter.
TMRGATE2 | Timer/Counter Gate Input: BUSY#
TMRGATE1 Can control the counter’s operation (enable, disable, or trigger, INT7
TMRGATEO depending on the programmed mode). INTS
TMROUT2 O Timer/Counter Output: ERROR#
TMROUT1 Can provide the timer/counter’s output. The form of the output P3.1
TMROUTO depends on the programmed mode. P3.0
T™MS | Test Mode Select: —
Controls the sequence of the test-logic unit's TAP controller
states. Sampled on the rising edge of TCK.
TRST# ST | Test Reset: —
Resets the test-logic unit's TAP controller at power-up.
Asynchronously clears the data registers and initializes the
instruction register to 0010 (the IDCODE instruction opcode).
TXD1 O Transmit Data: DACK1#
TXDO Transmits serial data from the corresponding SIO channel. P2.6
ucs# O Upper Chip-select: —
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Table A-2. Signal Descriptions (Sheet 6 of 6)

Signal Type Name and Description Multiplexed with

Vee P System Power: —

Provides the nominal DC supply input. Connected externally to
a V. board plane.

Vsg G System Ground: —

Provides the 0 volt connection from which all inputs and
outputs are measured. Connected externally to a ground
board plane.

WDTOUT (@) Watchdog Timer Output: —
Indicates that the watchdog timer has expired.

W/R# O Write/Read: —

Indicates whether the current bus cycle is a write cycle or a
read cycle.

WR# (0] Write Enable: —
Indicates that the current bus cycle is a write cycle.

Table A-3defines the abbreviations usedriable A-4to describe the pin states.

Table A-3. Pin State Abbreviations

Abbreviation Description
1 Output driven to V.
0 Output driven to Vgg
z Output floats
Q Output remains active
X Output retains current state
WH Pin has permanent weak pull-up
WL Pin has permanent weak pull-down

ERRATA (3/28/95)
WR# pin description added to table
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Table A-4lists the states of output and bidirectional pins after reset and during idle, powerdown,
and hold. It also lists input pins that have permanent weak pull-ups and pull-downs.

Table A-4. Pin States After Reset and During Idle, Powerdown, and Hold

* X if clock source is internal; Q if clock source is external.

Pin State
Symbol Type
Reset |Idle [Powerdown Hold ERRATA (3/28/95)
o [ 1 [ 1| 1 |7 ||fmseepungrac
A18:16 or CAS2:0 (0] 1 1 1 z pins:
A25:19 (0] 1 1 1 z
ADS# (0] 1 1 1 z
BHE# (0] 1 0/1 0/1 z
BLE# O 1 0/1 0/1 z
CS6#/REFRESH# (0] 1 Q X 1 | -—
DACKO#/CS5# o) 1 Q X Q1 |--——
DACK1#/TXD1 (0] 1 Q X 1/X
D/C# O 1 0 0 z
LBA# (0] 1 Q X 1
M/I1O# O 1 1 1 z
RD# O 1 1 1 1 |-
RTS1#/SSIOTX O WL Q X Q
SMIACT# (0] 1 X X 1 | -—
TDO O — — — —
ucst o) 1 Q X 1 g—
W/R# (0] 1 1 1 z
WDTOUT O 0 Q X Q
WR# o) 1 1 1 1 |
DTR1#/SRXCLK lorl/O WH Q X Q
ERROR#/TMROUT2 lorO WH Q XorQ* Q
D15:0 110 — — — z
READY# 110 input z z z
P1.1/RTSO# 1/0 or O WH | X/IQ X X
P1.2/DTRO# 1/0 or O WH X X X
P1.5/LOCK# /O orO WH X X Xiz
P1.7/HLDA I/OorO | WL |XIQ X XIQ
P2.4:0/CS4:0# IIOor0 | WH | X/Q X Q1 |——
P2.6/TXDO I/OorO | WL |XIQ| X/XorQ* X
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Table A-4. Pin States After Reset and During Idle, Powerdown, and Hold (Continued)

SIGNAL DESCRIPTIONS

Pin State
Symbol Type

Reset | Idle |Powerdown Hold
P3.1:0/TMROUTL1:0 /O orO WL | X/IQ| X/XorQ* XIQ
P3.6/PWRDOWN /0 orO 0 X X Q
DSR1#/STXCLK lorl/O WH | WH WH WH
EOP#/CTS1# I/ODorl | WH — — —
P1.0/DCDO# /O orl WH X X X
P1.3/DSRO# /O orl WH X X X
P1.4/R10# /O orl WH X X X
P1.6/HOLD /O orl WL X X X
P2.5/RXD0 /O orl WL X X X
P2.7/CTSO# /O orl WH X X X
P3.5:2/INT3:0 /O orl WL X X X
P3.7/COMCLK /O orl WL X X X
FLT# | WH | WH WH WH
PEREQ/TMRCLK2 | WH — — —
TCK | WH | WH WH WH
TDI | WH | WH WH WH
TMS | WH | WH WH WH
SMI# ST WH | WH WH WH
TRST# ST WH | WH WH WH

* X if clock source is internal; Q if clock source is external.
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APPENDIX B
COMPATIBILITY WITH PC/AT* ARCHITECTURE

The Intel386™ EX microprocessor is designed to be a PC/DOS engine that offers additional fea-
tures optimized for embedded applications. Coibpay with the PC/AT* architectur@rovides
the following benefits:

¢ standard DOS tools can be used for application development

¢ off-the-shelf software can be used to shorten development time

B.1 DEPARTURES FROM PC/AT* SYSTEM ARCHITECTURE

This chapter describes the areas in which the Intel386 EX processor departs from a standard
PC/AT system architecture and explains how to wookiiad those departures if necess&iyap-
ter 5, “Device configuration,5hows an example configuration for a PC/AT-compatible system.

B.1.1 DMA Unit

The PC/AT architecture uses t8@37A DMA controlers, connected in cascade, for a total of
seven channels. One DMA controller allows byte transfers and the other allows word transfers.
However, the 8237A has two major restrictions:

* It has only 16-bit addressing capability. This requires a page register to allow address
extension for a system based on a processor like the Intel386 EX processan-wiitlic4
Mbyte) physical memory addressing capability. A page register implementation is
cumbersome and degrades the system performance.

* The 8237A has no natural two-cycle data transfer mode to allow memoryatome
transfers. Instead, two DMA channels have to be used in a very specific manner. Trans-
ferring data between memory and memory-mapped I/O devices, common in embedded
applications, would not be easy.
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To eliminate these problems with an 8237A DMA controller, the Intel386 EX processor inte-
grates a DMA controller unit that differs from the 8237A DMA in these ways:

* It provides two channels, each capable of either byte or word transfers.

* Each channel can transfer data between any combination of memory and 1/0. The BIU
supports both fly-by and two-cycle operation.

* For programming compatibilitghe internal DMA unit preserves all of tBebit registers of
the 8237A. The 8237A’'s command register bits that affect two-channel memory-to-
memory transfers, compressed timing, and DREQ/DACK signal polarity selection are not
supported by the ietnal DMA.

* The internal DMA uses 26-bit address registers to support the 26-bit address bus and uses
24-bit byte count registers to support larger data blocks than are possible with the 8237A.
However, each channel can be configured to look like an 8237A with page registers (i.e.,
16-bit address and byte count registers).

Chapter 16, “DMA Controller,describes the DMA unit’s features in detail.

While the internal DMA offers a comprehensive set of features to meet the needs of most embed-
ded applications, strict DOS compatibility may be critical to some. Since the adveni8énte
processor-based PCs, newer versions of DOS use the DMA channel on the PC motherboard only
for the floppy disk controller interface. In most embedded applications, this would not pose a ma-
jor problem. Some applications may bypass the DOS and BIOS layers and ac&%37the

DMA to perform specific tasks. These applications might not work withntieenal DMA con-
figuration. The Intel386 EX processor’s flexible address remapping scheme enables you to map
the internal DMA out of the DOS I/O space and then connect an external 8237A to achieve
PC/AT compatibility. The internal DMA can still be used for other non-DOS related functions.

B.1.2 Bus Signals

The address, data, and control signals, along with the interrupt and DMA control sigmads,
directly conform to the PC/AT architecture expansion bus. However, one can easily construct a
PC/AT bus from these signals or a combination of these signals. For example, the AEN signal is
typically generated as shownkigure B-1in a PC/AT-compatible system.

B-2 I



L]
Int9I® COMPATIBILITY WITH PC/AT* ARCHITECTURE

HLDA

Processor _\ AEN
|

MASTER#
(From PC/AT* Bus)

A2504-01

Figure B-1. Derivation of AEN Signal in a Typical PC/AT System

For systems based on Intel386 EX processor, the AEN signal could be derived as shigumein
B-2. Notice that since the DMA acknowledge signals are used instead of a generic HLDA, there
is no need to incorporate the REFRESH# signal in the logic.

DACKO#

ﬂ : DACK
Processor DACK1# N\ AEN
MASTER# (From PC/AT* Bus) j

Figure B-2. Derivation of AEN Signal for Intel386™ EX Processor-based Systems

A2503-01

In a PC/AT system using the 8237A DMA controller in fly-by mode, the 8237A generates ap

priate control signals for memory (MEMR# or MEMWH#) and for I/O (IOW# and IOR#). The
Intel386 EX processor’s internal DMA, during fly-by transfers, generates control signé@#M

and W/R#) that apply to the memory device. There needs to be some external logic that can detect
the DMA operation (througthe AEN signal) and generate a complementary I/O cycle. For ex-
ample, if the DMA is generating a memory read cycle and AEN is active, then the logic should
drive the IOW# signal on the PC/AT bus. Actually, the internal DMA could be programmed in a
two-cycle mode and then the need for external logic could be obviated. This will not have a sig-
nificant impact on the performance — of the two cycles required to complete the transfer, the I/O
cycle is the long one (meeting PC/AT timings) while the memory cycle is relatively very quick.

Also the drive capability and the operating frequency of the Intel386 EX processor signals are

different from the standard PC/AT bus (which requires 24 mA drive capacity at 200 pF capacitive
load).
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Most PC/AT systems presently operate in a “quiet bus” mode so that non-ISA cycles are not re-
flected on the ISA bus. What this means in a typical implementation is that the address/data buses
may change states, but the control signals are not strobed if a non-ISA cycle is detected. External
three-state buffers and some decoding logic are needed to implement this scheme.

B.1.3 Interrupt Control Unit

Interrupt signals IRQ10, IRQ11, IRQ12, and IRQ15 found on an ISA bus are not directly avail-
able for external interrupt connections in systems based on Intel386 EX processor. If an applica-
tion intends to use these IR@ignals, then they can be rerouted to other IRQ signals available
in Intel386 EX architecture, and the respective interrupt handler routines assigned accordingly.

B.1.4 SIO Units

In the modem control register (MCR), the OUT1 register bit is used only in loopback tests. This
register bit and the OUT2 bit are not connected to any package pins for either of the two SIO units.
Typically, the OUT2 register bit in MCR is used as an SIO interrupt enable control signal on
PC/AT I/O cards.

The SIO units (COM1 and COM2) are connected to the equivalent of a PC’s local bus, not the
ISA bus. This does not affect the compatibility with DOS application software in any form.

B.1.5 Word Read/Write Access of 8-bit Registers

Some 8-bit registers in the Intel386 EX processor internal peripheral units must be accessed as
bytes, not by a 16-bit access to two adjacent byte registers. For example, the SIO registers must
be accessed only as byte-wide registers. Some PC software may do word writes to these registers.

B.1.6 CPU-only Reset

The RESET pin on the Intel386 EX processor can be considered to function as a system reset
function because all of the on-chip peripheral units, as well as the CPU core, are initialized to a
known start-up state. There is no separate reset pin that goes only to the CPU PibomyC

reset modes, such as a keyboard controller generated CPU-only reset, will not function as expect-
ed.

A CPU-only reset can be implemented by routing the reset signéhéo tie NMI or SMI signal,

and the appropriate handler code could then generate a corresponding CPU-Only-Reset function
by setting bit 0 of the PORT92H register.
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B.1.7 HOLD, HLDA Pins

These pins do not connect directly to the CPU. Instead they go to the Bus Arbiter which controls
the internal HOLD and HLDA signals connected to the CPU core. However the presence of the
bus arbiter is transparent as far as functionality of the external HOLD and HLDA pins of Intel386

EX processor are concerned.

In a PC/AT system, if an external bus master gains the bus by raising HOLD to the CPU or raising
DREQ in DMA cascade mode, the corresponding HLDA or DACK signal stays active until the
bus master drops HOLD or DREQ. In the Intel386 EX processor, when the refresh control unit
requests the bus, the bus arbiter deactivates the signals on the HLDA or DACK# pins while the
external bus master still has the bus (HOLD or DREQ is high). At this point, the external bus mas-
ter or DMA must deassert its HOLD or DREQ signal for a minimum of one CPU clock cycle and
then it can assert the signal again.
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This glossary defines acronyms, abbreviations, and terms that have special meaning in this man-
ual. (Chapter 1, “Guide to This Manual” discusses notational conventions.)

*Assert The act of making a signal active (enabled). The
polarity (high/low) is defined by the signal name.
Active-low signals are designated by a pound symbol
(#) suffix; active-high signals have no suffix. To
assert RD# is to drive it low; to assert HLDA is to
drive it high.

BIOS Basic input/output system. The interface between the
hardware and the operating system.

BIU Bus interface unit. The internal peripheral that
controls the external bus.

Boundary-scan The termbounday-scanrefers to the ability to scan
(observe) the signals at the boundary (the pins) of a
device. A major omponent of thd TAGstandard.

CSsu Chip-select unit. The internal peripheral that selects
an external memory device during an external bus
cycle.

*Clear The termclear refers to the value of a bit or the act of

giving it a value. If a bit is cleaiits value is “0”;
clearing a bit gives it a “0” value.

Deassert The act of making a signal inactive (disabled). The
polarity (high/low) is defined by the signal name.
Active-low signals are designated by a pound symbol
(#) suffix; active-high signals have no suffix. To
deassert RD# is to drive it high; to deassert HLDA is
to drive it low.

DMA Direct memory access controller. The internal
peripheral that allows external or internal peripherals
to transfer information directly to or from the system.
The two-channel DMA controller is an enhanced
version of the industry-standard 8237A DMA
peripheral.
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DOS Address Space Addresses OH-03FFH. The internal timers, interrupt
controller, serial I/0O ports, and DMA controller can
be mapped into this space. In this manual, the terms
DOS addressndPC/AT addresare synonymous.

DOS-compatible Mode The addressing mode in which the internal timer,
interrupt controller, serial I/O ports, and DMA
controller are mapped into the DOS address space.
This mode decodes only the lower 10 address bits, so
theexpanded address spaiseinaccessible.

Edge-triggered The mode in which the interrupt controller recognizes
a rising edge (low-to-high transition) on an interrupt
request signal as an interrupt request. The internal
peripherals use edge-triggered interrupt requests; this
is compatible with the PC/AT bus specification.
External peripherals can use either edge-triggered or
level-sensitivénterrupt requests.

Enhanced DOS Mode The addressing mode in which the internal timer,
interrupt controller, serial /O ports, and DMA
controller are mapped into both tH2OS address
spaceand theexpanded address spac€his mode
decodes all 16 address bits. All internal peripherals
can be accessed in the expanded address space; the
internal timer, interrupt controller, serial I/O ports,
and DMA controller can also be accessed in the DOS
address space.

Expanded Address Space Addresses OFO00H-OF8FFH. All internal peripheral
registers reside in this space. The internal timer,
interrupt controller, serial I/O ports, and DMA
controller can also be mapped into DOS (or PC/AT)
address space.

ICU Interrupt control unit. The internal peripheral that
receives interrupt requests from internal peripherals
and external pins, resolves priority, and presents the
requests to the CPU. The ICU is functionally identical
to two industry-standard 82C59A programmable
interrupt controllers connected in cascade.

Idle Mode The power conservation mode that freezes the core
clocks but leaves the peripheral clocks running.
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Interrupt Latency
Interrupt Response Time

Interrupt Resolution

ISR

JTAG

Level-sensitive

LSB

NonDOS Mode

Nonintrusive DOS Mode

GLOSSARY

The delay between the time that the master 82C59A
presents an interrupt request to the CPU and the time
that the interrupt acknowledge cycle begins.

The amount of time required to complete an interrupt
acknowledge cycle and transfer program control to
the interrupt service routine.

The delay between the time that the interrupt

controller receives an interrupt request and the time
that the master 82C59A presents the request to the
CPU.

Interrupt service routine. A user-supplied software
routine designed to service specific interrupt requests.

Joint Test Action Group. The IEEE technical subcom-
mittee that developed the testability standard
published as Standard 1149.1-199BEE Standard
Test Access Port and Boundary-Scan Architegture
and its supplement, Standak#49.1a-1993The test-
logic unitis fully compliant with this standard.

The mode in which the interrupt controller recognizes
a high level (logic one) on an interrupt request signal
as an interrupt request. Unlike adge-triggered
interrupt request, a level-sensitive interrupt request
will continue to generate intaipts as long as it is
asserted.

Least-significant bit of a byte or least-significant byte
of a word.

The addressing mode in which the internal timer,
interrupt controller, serial I/O ports, and DMA
controller are mapped into thexpanded address
space This mode decodes all 16 address bits. All
internal peripherals can be accessed only in the
expanded address space.

The addressing mode in which the internal timer,
interrupt controller, serial /O ports, and DMA
controller can be individually mapped out of b®S
address spacend replaced by the corresponding
external peripherals. This mode decodes only the
lower 10 address bits, so thgpanded address space
is inaccessible.
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Normally not-ready

PC/AT Address Space

Pipelining

Powerdown Mode

RCU

Reserved Bits

Set

SIO Unit

SMM

Glossary-4
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The termnormally not-readyrefers to a system in
which a bus cycle continues until the accessed device
asserts READY#.

Addresses O0H-03FFH. The internal timers, interrupt
controller, serial 1/0 ports, and DMA controller can
be mapped into this space. In this manual, the terms
DOS addressndPC/AT addresare synonymous.

A bus interface technique that controls the address
and status outputs so the outputs for the next bus cycle
become valid before the end of the current bus cycle,
allowing external bus cycles to overlap. By increasing
the amount of time available for external may or

I/O devices to respond, pipelining allows systems to
achieve high bandwidth with relatively slow,
inexpensive components.

The power conservation mode that freezes both the
core clocks and the peripheral clocks.

Refresh control unit. The module that simplifies the
interface between the processor and DRAM
components by providing the necessary bus control
and timing for refresh operations.

Register bits that are not used in this device but may
be used in future implementations. Avoid any
software dependence on these bits.

The termsetrefers to the value of a bit or the act of
giving it a value. If a bit is set, its value is “1”; setting
a bit gives it a “1” value.

Serial input/output unit. The internal peripheral that
allows the system to communicate with external
peripheral devices and modems.

System management mode. The hardware and
software enhancement that reduces system power
consumption by allowing the device to execute
specific routines for power management.



SSIO Unit

State Time (or State)

TAP

TCU

Test-logic Unit

UART

WDT

GLOSSARY

A 32-Kbyte memory partition 38000H-3FFFFH)
used for SMM. The upper 512 bytes (3FEOOH-
3FFFFH) are reserved for the CPU and must reside in
RAM; the remainder of the partition is used for user-
supplied driver code and mayside in read-only
storage.

Synchronousserial input/output unit. The internal
peripheral thatprovides ®-bit bidirectional serial
communications. The transmitter and receiver can
operate independently (with different clocks) to
provide full-duplex communication.

The basic time unit of the device; the combined
period of the two internal timing signals, PH1 and
PH2. With a 50 MHz external clock, one state time
equals 80 ns. Because the device can operate at many
frequencies, this manual defines time requirements in
terms ofstate timesrather than in specific units of
time.

Test access port. The dedicated input and output pins
through which a tester communicates with thst-
logic unit A major component of th&TAGstandard.

Timer/counter unit. The internal peripheral that
provides three independent 16-bit down-counters.

The module that facilitates testing of the device logic
and interconnections between the device and the
board. This module is fully compliant with IEEE
Standard 1149.1, commonly called th&TAG
standard.

Universal asynchronous receiver and transmitter. A
part of theSIO unit

Watchdog tiner. An internal, 32-bit down-counter
that can operate as a general-purpose timer, a software
watchdog timer, or a bus monitor.
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#, defined, 1-2

A

Address bus, 7-1

Address space
configuration register, 4-8
expanded /O, 4-5

enabling/disabling, 4-9-4-10

I/O decoding techniques, 4-8
I/O for PC/AT systems, 4-3
peripheral registers, 4-16

Addressing modes, 4-10-4-15
DOS-compatible mode, 4-10-4-11
enhanced DOS mode, 4-12, 4-14
nonDOS mode, 4-12, 4-15
nonintrusive DOS mode, 4-12, 4-13

AEN signal, deriving, B-2—-B-3

ApBUILDER files, obtaining from BBS, 1-8

Application BBS, 1-7

Applications, typical, 2-1

Architectural overview, 2-1-2-6
See alsdCore overview

Assert, defined, 1-4

Asynchronous serial I/O unigeeSerial 1/0 unit

B
Baud-rate generator1-4-11-5, 12-4-12-6
BBS, 1-7
BIU, SeeBus interface unit
Block diagram
clock and power management unit, 6-2
DMA unit, 16-2
I/O port, 13-2
interrupt control unit, 8-3
JTAG test-logic unit, 17-2
SIO unit, 11-2
baud-rate generator clock, 11-4
modem control signals, 11-26
receiver, 11-8
transmitter, 11-6
SSIO unit, 12-2, 12-3
baud-rate generator clock, 12-5
timer/counter unit, 9-2, 9-22
watchdog timer unit, 10-2

INDEX

Bus arbiter, configuration, 5-3
Bus control arbitration, 16-6
Bus cycle length adjustments for overlapping
chip-select regions, 14-7, 14-8
Bus interface pins, 7-2
Bus interface unit, 7-1-7-33
address bus, 7-1
bus control pins, 7-2
bus cycles, 7-12—-7-28
BS8, 7-27-7-28
halt/shutdown, 7-22-7-23
interrupt acknowledge, 7-19-7-21
pipelined, 7-16-7-19
read, 7-12-7-13
refresh, 7-24-7-26
write, 7-14-7-15
bus lock, 7-29-7-30
LOCK# signal duration, 7-30
locked cycle activators, 7-29
locked cycle timing, 7-29
bus operation, 7-4-7-12
bus state diagram, 7-8, 7-32
bus states, 7-7-7-8
bus status
definitions, 7-4
pins, 7-1
data bus, 7-1
transfers and operand alignment, 7-8
data status pins, 7-2
HOLD/HLDA, 7-30-7-32
departures from PC/AT
architecture, B-5
HOLD signal latency, 7-33
timing, 7-31
operation during idle mode, 6-5
overview, 7-1-7-3
pipelining, 7-8
ready logic, 7-10
See als@Bus control arbitration
signals, 7-2-7-3
Bus signals, departures from PC/AT
architecture, B-2-B-4
Bus size control for chip-selects, 14-7
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C Clock synchronization, 6-3
Chip-select unit, 14-1-14-16 Compatibility, See DOS compatibility
operation, 14-1-14-8 Configuratio_n
bus cycle length adjustments, 14-8 bus arbiter, 5-3, 5-5-5-6
bus cycle length control, 14-7 core, 5-18-5-19
bus size control, 14-7 device, 5-1-5-31
defining a channel's address DMA controller, 5-3-5-6
b|OCk, 14-1-14-6 example, 5-25-5-29
overlapping regions, 14-8 /G ports, 5-20, 5-22-5-24
system management mode support, 14-7  interrupt control unit, 5-7-5-9
overview, 14-1 pins, 5-20-5-24
programming, 14-9-14-16 Port92, 5-18-5-19
considerations14-16 procedure, 5-25
CSWADH register, 14-13 refresh control unit, 5-3, 5-5-5-6
CShADL register, 14-14 serial I/O unit, 5-12-5-16
CSIMSKH register, 14-15 serial synchronous I/O unit, 5-16-5-17
CSIMSKL register, 14-16 timer/counter unit, 5-10-5-12
initialization sequence, 14-10 worksheets, 5-30-5-31
P2CFG register, 14-12 Core
PINCFG register, 14-11 configuring, 5-18-5-19
UCSADH register,l4-13 overview, 1-1-1-2, 3-1-3-17
UCSADL register, 14-14 CPU-only reset, 5-18, B-4
UCSMSKH register, 14-15 CSU, SeeChip-select unit
UCSMSKL register, 14-16 Customer service, 1-6
registers, 14-9-14-10
signals, 14-9 D
Clear, defined, 1-4 Data sheets, obtaining from BBS, 1-8
Clock and power management unit, 6-1-6-13 Deassert, defined, 1-4
clock generation logic, 6-1-6-3 Decoding techniques, 1/0 address, 4-8
controlling power management modess8— Design considerations
6-11 clock and power management urf11—
controlling PSCLK frequency, 6-6—6-8 6-13
design considerations input/output ports, 13-7-13-8
powerdown considerations, 6-13 interrupt control unit, 8-26-8-28
reset consideration§-11-6-13 JTAG test-logic unit, 17-15
idle mode, 6-9 refresh control unit15-10
overview, 6-1-6-6 synchronous serial I/O unit, 12-22
phase clock generator, 6-13 watchdog timer unit, 10-9
power management logic, 6-3—6-5 Device configuration, 5-1-5-31
powerdown mode, 6-10 procedure, 5-25
registers, 6-5 worksheets, 5-30-5-31
CLKPRS, 6-7 DMA, 5-5
PWRCON, 6-8 DMA controller, 2-5,16-1-16-44
reset consideration§-11-6-12 block diagram, 16-2
signals, 6-5-6-6 configuring, 5-3-5-6
synchronization, 6-3 departures from PC/AT architecture, B-1-
timing diagram, 6-10-6-11 B-3
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DMACLR command, 16-43
DMACLRBP command, 16-43
DMACLRMSK command, 16-43
DMACLRTC command, 16-43
interrupts, 16-21-16-22
operation, 16-3-16-22
8237A compatibility, 16-22
basic refresh cycle, 15-5
buffer-transfer modes] 6-7—-16-8
bus control arbitration, 16-6
bus cycle options for data
transfers, 16-4—16-5
cascade mode, 16-20-16-21
changing priority of DMA channel and
external bus requests, 16-6
data-transfer modes
block, 16-13-16-15
demand, 16-16-16-19
single, 16-9-16-12
DMA transfers, 16-3-16-4
ending DMA transfers, 16-6
starting DMA transfers, 16-5
overview, 16-1-16-3
programming, 16-23-16-44
address and byte coumygisters,16-28
channel registers, 16-28
considerations16-44
DMAOBYCn register, 16-28
DMAOREQnN register, 16-28
DMAOTARN register, 16-28
DMA1BYCn register, 16-28
DMA1REQn register, 16-28
DMAL1TARnN register, 16-28
DMABSR register, 16-39
DMACEFG register, 16-27
DMACHR register, 16-40
DMACMDL register, 16-30
DMACMD?2 register, 16-32
DMAGRPMSK register, 16-38
DMAIEN register, 16-41
DMAIS register, 16-42
DMAMODA register, 16-33
DMAMOD? register, 16-34-16-35
DMAMSK register, 16-38
DMAOVFE register, 16-29
DMASRR register, 16-36, 16-37
DMASTS register, 16-31

INDEX

PINCFG register, 16-23, 16-26
registers,16-23
signals, 16-3
using with external devices, 5-3
Documents, related, 1-5
DOS compatibility
80286 compatibility, 2-5
departures from PC/AT architecture
bus signals, B-2
CPU-only reset, B-4
DMA unit, B-1
HOLD, HLDA pins, B-5
interrupt control unit, B-4
SIO units, B-4
word read/write access of 8-bit
registers, B-4
DMA controller, 2-5
1/0 considerations, 2-5
See alsAddress space, Addressing modes
SIO channels, 2-6
DRAM, SeeRefresh control unit

E

EISA compatibility, 4-5-4-7

ESE bit programming, 4-9—4-10

Exceptions and interrupts, relative priority, 3-10

Expanded address, defined, 1-4

Expanded I/O address space, 4-5
enabling/disabling, 4-9—-4-10

F

FaxBack service, 1-6
Flow diagram
CSU bus cycle length adjustment, 14-8
demand data-transfer mode, 16-17-16-19
DMA block data-transfer mode, 16-14-16-15
DMA cascade mode, 16-21
DMA demand data-transfer mode, 16-17—
16-19
DMA single data-transfer mode, 16-10—
16-12
interrupt process, 8-9, 8-10, 8-11
SIO reception, 11-9
SIO transmission, 11-7
SSIO reception, 12-10
SSIO transmission, 12-7
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H

HALT restart from SMM, 3-7

HOLD, HLDA
departures from PC/AT architecture, B-5
timing, 7-30-7-32

Hypertext manuals, obtaining from BBS, 1-8

I
I/O ports,Seelnput/output ports
1/O restart from SMM, 3-7
ICU, Seelnterrupt control unit
Identifier registers, 3-17
Idle mode, 6-9
bus interface unit operation during, 6-5
SMM interaction with, 6-4
timing diagram, 6-10
watchdog timeunit operation during, 6-5
Input/output ports, 13-1-13-8
block diagram, 13-2
design considerations, 13-7
overview, 13-1-13-3
pin multiplexing, 13-3
pin reset status, 13-3, 13-8
programming
initialization sequence, 13-7
pin configuration, 13-4
PnCFG register, 13-5
PnDIR register, 13-5
PnLTC register, 13-6
PnPIN register, 13-6
registers, 13-4
signals, 13-3
Interrupt control unit, 8-1-8-28
configuring, 5-7-5-9
departure from PC/AT architecture, B-4
design considerations-26—8-28
interrupt &knowledge cycle, 8-26-8-27,
8-28
interrupt detection, 8-27
interrupt polling, 8-12—-8-13
interrupt priority, 8-5-8-7
assigning an interrupt level, 8-5
changing the default interrupt
structure, 8-6
determining priority, 8-6—8-7
interrupt process, 8-8-8-12
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interrupt sources, 8-4
interrupt timing, 8-28
interrupt vectors, 8-7
operation, 8-4-8-13
overview, 8-1-8-3
programming, 8-13-8-25
considerations, 8-25
ICW1 register, 8-17
ICW?2 register, 8-18
ICW3 register, 8-19, 8-20
ICW4 register, 8-21
INTCFG register, 8-16
OCW1 register, 8-22
OCW?2 register, 8-23
OCWa3 register, 8-24
P3CFG register, 8-15
POLL register, 8-25
registers,8-13-8-14
signals, 8-4
spurious interrupts, 8-28
Interrupt priority, 8-5-8-7
Interrupts and exceptions, relative priority, 3-10

J
JTAG test-logic unit, 17-1-17-15
block diagram, 17-2
design considerations, 17-15
operation, 17-3-17-10
boundary-scan registef,7-9-17-10
bypass register, 17-8
identification code register, 17-8
instruction register, 17-7
test access port controller, 17-4-17-6
instructions, 17-7-17-8
state diagram, 17-6
overview, 17-1-17-2
testing, 17-10-17-12
bypassing devices on a board, 17-11
disabling the output drivers, 17-12
identifying the device, 17-11
sampling device operation and
preloading data, 17-11
testing the device, 17-12
testing the interconnectiong7-12
timing information, 17-13-17-14
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L REMAPCFG example, 4-9
Literature, ordering, 1-5 serial I/O unit, 11-12-11-29
LOCK#, 7-29-7-30 SSIO, 12-13-12-22
timer/counter unit, 9-20-9-34
M watchdog timer unit, 10-5-10-8

Programming considerations
chip-select unit,14-16
serial I/O unit, 11-29

Manual contents, summary, 1-1-1-2
Measurements, defined, 1-3

Mode, 16-17 timer/counter unit, 9-34
PSCLK, 6-1-6-2, 6-6—-6-8, 9-1, 9-2, 9-21, 12-1,
N 12-5, 12-14
Naming conventions, 1-2-1-3
Notational conventions, 1-2—1-3 R

Numbers, conventions, 1-3 RCU, SeeRefresh control unit

Ready logic, 7-10

P Refresh control unit, 15-1-5-10
PC/AT system architecture, departures from, B-1- bus arbitration, 15-4-15-5
B-5 configuring, 5-3, 5-5-5-6
Peripherals, internal connections, 15-2
configuring, 5-2-5-31 design considerations, 15-10
DOS compatible, 4-3 dynamic memory control, 15-1
embedded application-specific, 4-3 operation, 15-5
register locations, 4-7, 4-16—4-20 overview, 15-1-15-5
Phase clock generator, 6-13 programming, 15-6-15-10
Pin configuration,5-20-5-24 RFSADD register, 15-10
Pin descriptions, A-1-A-9 RFSBAD register, 15-9
Pin states after reset and during idle, powerdown, RFSCIR register, 15-7
and hold, A-8 RFSCON register, 15-8
Power management refresh addresses, 15-4
controlling modes, 6-8-6-9 refresh intervals, 15-3
logic, 6-3-6-6 refresh methods, 15-4
See alsddle mode, powerdown mode;stem registers, 15-6
management mode signals, 15-3
Powerdown mode Register
considerations, 6-13 naming conventions, 1-3
SMM interaction with, 6-4 organization, 4-1-4-20
timing diagram, 6-11 Registers
Priority of exceptions and interrupts, 3-10 CLKPRS, 6-5, 6-7, 12-12, 12-15
Programming Component and revision ID, 3-17
chip-select unit, 14-9-14-16 CSWADH, 14-9, 14-13
clock and power management unit, 6-6—6-10 CnADL, 14-9, 14-14
considerations CSAMSKH, 14-10, 14-15
DMA controller, 16-44 CSAMSKL, 14-10, 14-16
DMA controller, 16-23-16-44 DLHn, 11-12, 11-19
ESE bit, 4-10 DLLn, 11-12,11-19
interrupt control unit,8-13-8-25 DMAOBYCn, 16-23, 16-28
RCU, 15-6-15-10 DMAOREQn, 16-23, 16-28
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DMAOTARN, 16-23, 16-28

DMA1BYCn, 16-23, 16-28

DMA1REQn, 16-23, 16-28

DMAL1TARN, 16-23, 16-28

DMABSR, 16-25, 16-39

DMACEFG, 16-23, 16-27

DMACHR, 16-25, 16-40

DMACMD1, 16-23, 16-30

DMACMD2, 16-24, 16-32

DMAGRPMSK, 16-24, 16-38

DMAIEN, 16-25, 16-41

DMAIS, 16-25, 16-42

DMAMOD1, 16-24, 16-33

DMAMOD?2, 16-24, 16-34-16-35

DMAMSK, 16-24, 16-38

DMAOVFE, 16-25, 16-29

DMASRR, 16-24, 16-36, 16-37

DMASTS, 16-24, 16-31

ICW1, 8-17

ICW2, 8-18

ICW3, 8-19

ICW4, 8-21

|dentifier, 3-17

IERN, 11-13, 11-24

IIRn, 11-13, 11-25

INTCFG, 8-16

LCRn, 11-12,11-22

LSRn, 11-12,11-23

MCRn, 11-13, 11-26

MSRn, 11-13, 11-28

OCwi1, 8-22

OoCwz2, 8-23

OCWS3, 8-24

P1CFG, 11-12, 11-15

P2CFG, 11-12, 11-16, 14-9, 14-12

P3CFG, 8-15, 9-3, 9-23, 11-12, 11-17

PINCFG, 9-3, 9-24, 11-12, 11-14, 12-11,
12-13, 14-9, 14-11, 16-23, 16-26

PnCFG, 11-12, 13-4, 13-5

PnDIR, 13-4, 13-5

PnLTC, 13-4, 13-6

PnPIN, 13-4, 13-6

POLL, 8-25

Port92, 5-19

PWRCON, 6-5, 6-8

RBRn, 11-12, 11-21

REMAPCFG, 4-8-4-9

RFSADD, 15-10
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RFSBAD, 15-9
RFSCIR, 15-7
RFSCON, 15-8
SCRy, 11-13, 11-29
SIOCFG, 11-12,11-18,12-11, 12-14
SMM revision ID, 3-17
SSIOBAUD, 12-12, 12-16
SSIOCON1, 12-12,12-18
SSIOCONZ2, 12-12, 12-20
SSIOCTR, 12-12,12-17
SSIORBUF, 12-12, 12-22
SSIOTBUF, 12-12, 12-21
TBRn, 11-12, 11-20
TMRCFG, 9-3,9-21
TMRCON, 9-3, 9-26, 9-29, 9-31
TMRn, 9-4, 9-27, 9-30, 9-33
UCSADH, 14-9, 14-13
UCSADL, 14-9, 14-14
UCSMSKH, 14-10, 14-15
UCSMSKL, 14-10, 14-16
WDTCLR, 10-3
WDTCNTH, 10-3, 10-5
WDTCNTL, 10-3, 10-5
WDTRLDH, 10-3, 10-7
WDTRLDL, 10-3, 10-7
WDTSTATUS, 10-4, 10-6
Reserved bits, defined, 1-4
Reset
considerations, 3-14-3-15, 6-11
CPU-only, B-4
Resume instruction (RSM), 3-10
RSM, SeeResume instruction

S
SERCLK, 6-1-6-2,11-1,11-2,11-4,11-18, 12-1,
12-5, 12-14
Serial /0O unit, 11-1-11-29
block diagram, 11-2
configuring, 5-12-5-16
departure from PC/AT architecture, B-4
DMA service, 5-4-5-5
operation, 11-3-11-11
baud-rate generator, 11-4-11-5
data transmission process flow, 11-7
diagnostic mode, 11-10
interrupt sources, 11-11
modem control, 11-10-11-11
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receiver, 11-8-11-9 SSIOCONL register, 12-18-12-19
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