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Executing WDI in a CICS environment

This presentation discusses how to execute WDI in a CICS environment.
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WDI with CICS

� Real time processing

�WDI Continuous Receive
� CICS Response programs 

� Update Status

� Expedite CICS interface to Information Exchange mailbox

�Hot DI

� CICS preserves and allocates MVS resources in behalf of WDI

� CICS encourages Multiple Concurrent Threads

�WDI uses resource contention techniques
� TSLT DB2 LOCK

� ENQ/DEQ of resources during multiple table processes

� WDI “work files" required for each thread

CICS is a real-time Transaction processing system. To maintain performance, 

CICS “mimics” operating system functions to reduce wait time. It is also 

designed to handle large volumes by providing multiple processing threads for 

transactions. WebSphere Data Interchange created two techniques to work with 

CICS design points: WDI Continuous Receive and WDI Hot DI. Continuous 

Receive takes advantage of the VAN capability of CICS and the Expedite 

product. Hot DI is a performance technique using CICS TS Queue capability for 

“remembering” status. CICS and WDI use main storage to replace slower DASD 

accesses for work files and temporary data storage. WDI also uses DB2 LOCK 

commands and CICS ENQ and DEQ techniques to “single thread” parts of 

processes.
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WDI with CICS

� Support Functions
�EDIW - Interactive Utility Interface

�TSQE - Temporary Storage Queue Editor

� Debugging uses CEDF

A utility program named EDIW is available to support user-initiated, transaction-

oriented requests. Another CICS transaction, TSQE, allows for the getting and 

putting of data for use with EDIW.

CEDF can be used to to trace thru WDI translations.
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WDI supplied CICS transactions 

� EDIA The online administrative transaction (not used in WDI 3.3).

� EDIB The WebSphere Data Interchange Utility transaction.

� EDID Update network status 

� EDIE Inserts DB2 event log entries into the database 

� EDIM Executes the WebSphere Data Interchange Message 
Broker to transform data.

WebSphere Data Interchange supplied CICS transactions 

EDIA The online administrative transaction. Use this transaction to customize in 

the CICS environment. Note: To prevent processing from being halted while 

EDIX waits to proceed, make sure to establish a DB2 thread pool that is used by 

only EDIA. 

EDIB The WebSphere Data Interchange Utility transaction. If you run the 

WebSphere Data Interchange Utility asynchronously, use EXEC CICS START to 

start this transaction. You can also start EDIB with WebSphere Data Interchange 

as part of continuous receive processing. Note: To prevent processing from being 

halted while EDIX waits to proceed, make sure to establish at least three DB2 

threads that is used only by EDIB. The maximum number of threads needed for 

this transaction is the sum of all TRANClass values for the transactions in EDIB. 

A typical value is five threads. 

EDID Used internally by WebSphere Data Interchange. A background transaction 

used to update network status. EDID does not have a user interface. 

EDIE Used internally by WebSphere Data Interchange. A background transaction 

used to insert DB2 event log entries into the database (see TDQs EDI1, EDI2, and 

EDI3). EDIE keeps DB2 event log insertions out of the main commit scope. 

EDIE does not have a user interface. Note: To prevent processing from being 

halted while EDIX waits to proceed, make sure to establish a DB2 thread pool 

that is used only EDIX and EDIE. Two or more threads must be available for this 

pool. 

EDIM A transaction that executes the WebSphere Data Interchange Message 

Broker to transform data. 
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WDI supplied CICS transactions 

� EDIQ Gains control from WebSphere MQ transaction CKTI when 
data is received into a WebSphere MQ queue that has trigger 
processing (continuous receive) associated with it. 

� EDIR Initiate continuous receive requests. 

� EDIS Terminate continuous receive requests. 

� EDIT Terminate the WebSphere Data Interchange environment. 

WebSphere Data Interchange supplied CICS transactions 

EDIQ The transaction that gains control from WebSphere MQ transaction CKTI 

when data is received into a WebSphere MQ queue that has trigger processing 

(continuous receive) associated with it. 

EDIR The online or background transaction used to initiate continuous receive 

requests. 

EDIS The online or background transaction used to terminate continuous receive 

requests. 

EDIT A transaction that can be used to terminate the WebSphere Data 

Interchange environment. The WebSphere Data Interchange environment is 

usually terminated by placing EDIXSOX in the CICS pre-termination PLT, but 

you can also terminate the WebSphere Data Interchange environment by running 

EDIT. Certain pieces of information are maintained from the start of the first 

WebSphere Data Interchange activity within a CICS region, continuing 

throughout the session, until the WebSphere Data Interchange environment is 

terminated. You can use EDIT to reset this information. EDIT shuts down EDIX, 

releases CSD storage, and deletes the EDICSDA and EDITV00 TS queues. Using 

EDIT to perform these functions is not part of standard procedures. 
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WDI supplied CICS transactions 

� EDIV The installation verification transaction.

� EDIW The WebSphere Data Interchange Utility invocation 
transaction. 

� EDIX A background transaction used to perform some Document 
Store updates for other WDI transactions. 

� EDIZ The online or background transaction used to clean up 
continuous receive problems. 

WebSphere Data Interchange supplied CICS transactions (continued)

EDIV The installation verification transaction. For more information on this 

transaction, refer to the WebSphere Data Interchange for z/OS Installation Guide. 

EDIW The WebSphere Data Interchange Utility invocation transaction. For more 

information, see “Using EDIW to invoke the WebSphere Data Interchange 

Utility” on page 251. 

EDIX A background transaction used to perform some Document Store updates 

for other WebSphere Data Interchange transactions. This transaction does the 

following acquires a transaction handle and deletes an envelope for a 

DEENVELOPE command with the DUPENV(Y) option. You must define EDIX 

in the CICS Resource Control Table for DB2 installations. EDIX processes a 

request and remains idle in the system for up to one minute. When the minute 

expires, and no other request has been issued by a WebSphere Data Interchange 

transaction, EDIX removes itself from the system. If another request is generated 

in the one-minute wait period, the request is honored and the one-minute wait is 

reset. Eventually, as all WebSphere Data Interchange work is quiesced, EDIX 

removes itself from the system. If need be, EDIX can be removed from the 

system manually by typing EDIX. No parameters are necessary. Note: To 

prevent processing from being halted while EDIX waits to proceed, make sure to 

establish a DB2 thread pool that is used only EDIX and EDIE. Two or more 

threads must be available for this pool. 

EDIZ The online or background transaction used to clean up continuous receive 

problems. 
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WDI supplied CICS transactions 

� EDI7 Starts one or more XML parser long-running transactions 
(EDIJ) and a long-running monitor transaction. 

� EDI8 Stops all active XML parser transactions (EDIJ) and the 
monitor transaction (EDI9). 

� EDI9 The monitor program for the long-running XML parser 
transactions. 

� EDIJ The long-running XML parser transaction 

WebSphere Data Interchange supplied CICS transactions (continued)

EDI7 Program name EDIJSTRT. This starts one or more XML parser long-

running transactions (EDIJ) and a long-running monitor transaction (EDI9). 

These transactions must be started in order to do XML processing. The number of 

parser transactions to be started is controlled by the parser.number property in the 

EDIParser.properties file. 

EDI8 Program name EDIJSTOP. This stops all active XML parser transactions 

(EDIJ) and the monitor transaction (EDI9). 

EDI9 Program name EDIJMNTR. This is a monitor program for the long-running 

XML parser transactions. If a parser ends abnormally, the monitor will restart it. 

This transaction is normally started by transaction EDI7. 

EDIJ Program name EDIJPXML. This is the long-running XML parser 

transaction. It waits for data to be put on a queue by another WebSphere Data 

Interchange component, parses the data, and passes the results on another queue. 

One or more of these transactions are normally started by transaction EDI7. 
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Basic Flow

DataInterchange transforms data from DataInterchange transforms data from 

one format type to anotherone format type to another

�Created to transform "flat file" data to / from EDI 
formats, X12, EDIFACT

�Also transforms “flat file” and EDI data to and from 
XML

The WDI product has been around since 1984. Its primary purpose is to to
convert or transform one type of data to another. It can convert flat file 
data to EDI format data and vice versa, it also can convert to and from 
XML formats. 



IBM Software Group

WDI in CICS © 2006 IBM Corporation

Basic Flow

DataInterchange
CICS

MQSeries

Applications
CICS and Batch

Communications

Trading  Partners

An enterprise deals with many trading partners (suppliers, distributors, 
clients, financiers)

EDI processing is like a wheel with many spokes. Each spoke represents 
a Trading partner, the Hub is the business enterprise. WebSphere Data 
Interchange transforms data from the outside world (Trading Partners) 
using a server, like CICS, to data formats that can be used by internal 
applications. The flow can also go from applications back to the outside 
world.
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WDI using CICS Continuous Receive

� Uses Expedite / CICS to communicate with the VAN

� Data Placed in IE mailbox triggers CICS transaction 
which extracts data in WDI CICS region and starts WDI 
via Utility

� WDI Send uses Expedite / CICS to push data into IE 
mailbox

� Continuous Receive Profile

Value-added networks (VANs) are vehicles used to communicate with the outside 

world. WebSphere MQ is another vehicle to do the same thing. VANs use a tool 

like Expedite (for the GXS Information Exchange VAN) to handle the 

communications. Mailboxes are used to separate data between trading partners.

Automatic triggerring of processes allows WDI and IE to extract and place data 

with mailboxes.

The WDI Continuous Receive profile is used to house information for use with 

the automatic triggering. 
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WDI with CICS using Hot DI

� Uses "initialized" CCBs to speed up DI processing by 
eliminating the need for DI initialization tasks and DI 
termination tasks

� Usually requires a "routing" program or "monitoring" 
program to manage the Hot DI "queues" (CCBs) and link 
to DI Utility to start EDI transaction processing

� Requires a "termination" at end-of-day to release CCBs

Hot DI is a WDI feature to improve the translation performance of WDI in CICS.

Hot DI uses "initialized" CCBs to speed up DI processing by eliminating the need for DI 

initialization tasks and DI termination tasks

It usually requires a "routing" program or "monitoring" program to manage the Hot DI 

"queues" (CCBs) and link to DI Utility to start EDI transaction processing.

A "termination" at end-of-day to release CCBs allocated is required.
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WDI Initiation

User Entered
Transactions

Time Triggered
Transactions

(ICE)

CICS
Transaction Server for 

OS/390

Background Events

+Started CICS Transactions

+CICS Program Links

+TDQ ATI Triggers

WDI can be initialed in CICS either from a terminal or from some time-initiated 

transaction.
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WDI Initiation

WDI can be startedWDI can be started

�via a started task, START TRANSID('EDIB')

�via a link, LINK PROGRAM('EDIFFUT')

�via Automatic Task Initiation (CICS DCT)

�via EDIW

Technically, WDI can be initiated using the CICS START command, or a LINK. 

It can be initiated using CICS Interval Control (ATI) or even run manually with 

the WDI provided transaction EDIW.
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WDI Interactive

EXEC CICS 
LINK 

EDIFFUT

WDI 
Transaction

EDIW

EDITR

User 
Application 

Program

A user written program (even EDIW) typically uses EXEC CICS LINK

PROGRAM(‘EDIFFUT’) to transfer control to EDIFFUT, which eventually calls 

the EDITR module of WDI. EDITR is the internal name for the translator.
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Enterprise

Communications
Gateway

WDI

X

Y

Z

Transaction Server 

A

Applications

Inbound 
EDI

Outbound 
EDI

Transaction Server

B

Transaction Server 

C

Multiple Processing Environments

WDI works with both the CICS Multi-Region Option (MRO) environment 
and with CICS Inter System Communications (ISC) environment features.
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EDI Processing Architectures

Electronic

Trading
Partners

WDI
Translation

Environment

A

C

Applications

Inbound EDI

Outbound EDI

Inbound EDI

Outbound EDI

Inbound EDI

Outbound EDI

Enterprise
Communications

Gateway

B

One EDI Processing architecture allows user-written applications to 
interface with the Gateways.

In this architecture, each application handles I/O from the network and 
links to resources (e.g. WDI for translation) that it needs.
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�Option Disadvantages

ƒMultiple Application programmed interfaces to WDI

ƒMultiple Application programmed Communications 
interfaces 

ƒComplex EDI Management 

ƒComplex System / Communications Support 

ƒKnowledge/Skillset turnover

ƒSlows New System Development

EDI Processing Architectures

Disadvantages with this option include:

Multiple Application programmed interfaces to WDI exist,

Multiple Application programmed Communications interfaces are needed 

EDI Management nightmare, or at least highly complex,

System / Communications Support nightmare,

The Knowledge and / or Skillset turnover for new staff is extensive, and

The complications slow New System Development.
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Electronic

Trading
Partners

WDI
Translation

Environment

A

C

Applications

Common
Enterprise

Communications
Gateway

B

Inbound
EDI

Outbound
EDI

EDI Processing Architectures

An alternate architecture is to let the processing resource (WDI) handle 
the data interface.

In this way the applications are removed from data acquisition handling 
considerations, leaving

an Application with a single way of receiving data.

WDI has a VAN interface, a MQ interface, uses TSQs as input, can read 
from VSAM files, etc. These components handle data acquisition for WDI 
and the architecture.
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�Option Advantages

ƒEDI System Process Control

ƒPerformance Tuning Opportunities

ƒCommon Application Interface

ƒCommon Comm Interface 

ƒCentralized EDI Expert Skill Set 

ƒApplications Personnel Focus on Application Data Only!

EDI Processing Architectures

Advantages to using this architecture option are:

A central EDI System has Process Control of the applications

Performance Tuning Opportunities are enhanced by reducing interface 

points

There is a Common Application Interface

There is a Common Communications Interface. 

There exists a centralized EDI Expert Skill Set which is more easily 

transferred to new staff. 

Applications development personnel focus on handling application data 

and the business process.
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WebSphere 
Data 

Interchange

TSQ

Translate Raw EDI

using Continuous

Receive Profile info

TSQ

Translated
Appl Data

Input Output

ADF /

Receive Usage
Defined Link

OR Start

Application
Response
Program

Start EDIB
Transaction

----------------

UCB

Raw EDI
Data

WDI for CICS Interface

A typical interface in CICS would be a START of EDIB as in Continuous 
Receive mode; EDIB is the WDI transaction ID for initiating the Utility

The UCB has a PERFORM statement and identifies the TSQs to be used

In this example WDI will initiate the Application Response Program after 
data is translated. An application response program is WDI’s way of 
allowing business processing of the data to be written by the users.
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WDI

CICS Program

TSQ

Raw EDI
Data 

Build  Input TSQ
Build Perform

Build UCB
Invoke WDI

TSQ

Translated
Appl Data

Input Output

ADF /

Receive Usage
Defined Link

OR Start

Link

Return

Application
Response
Program

Link to OR
Start CICS

Transaction

WDI for CICS Interface

In this architecture, a user program controls accesses application data and 
creates the initiation resources for WDI, then uses a CICS LINK to transfer 
control to WDI.

WDI then translates the data and uses the Map Usage to identify a 
response program to which WDI will return control.
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WDI

CICS Program

Raw EDI
Data 

Build Input 
TSQ
Build Perform
Build UCB
Invoke WDI

Translated
Appl Data

Input Output

Check RC's
Invoke Appl 
Resp

Pgm via Link
OR Start

TSQTSQ

Link

Return

Application
Response
Program

Link to OR
Start CICS

Transaction

WDI for CICS Interface

In this architecture, the user takes complete control of sequencing 
processes.

The user program uses a CICS LINK to transfer control to WDI, and then 
WDI returns to the calling program so that it can check return codes and 
determine the next process to invoke.
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WMQ

E-Partners
WDI

Translation
Environment

Comm
Gateway

WMQ

Outbound EDI

Inbound EDI

A

C

Applications

B

EDI CICS Processing Architecture 
with WMQ

WebSphere MQ can also be used as the transport mechanism for an architecture. 

In this configuration, WMQ feeds WDI incoming messages and WDI feeds 

WMQ outgoing messages. Commonly, if WDI is being executed on a distributed 

system, WMQ can be used to feed user applications with translated messages and 

also WMQ can receive application messages, present them to WDI which 

transforms them to the format to be sent to external trading partners.
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�Assured Message Delivery

�Asynchronous Messaging 

�Triggered Processing / Control

�Message Distribution Across Operating System Platforms 

�Communications Interface

�Distributed CICS Transaction Execution

�Message Repository / Broker / Distributor

�Integrates Batch and CICS Applications

WMQ Benefits for EDI

Benefits of MQSeries and the MQSeries Interface

- Assured Message Delivery – WMQ assures delivery or maintains the message 

on the queue

- Asynchronous Messaging – message transport is processed independently from 

the application

- Triggered Processing / Control – WMQ can automatically trigger processing, 

helping with a “hands off” operation

- Message Distribution Across Operating System Platforms – WMQ supports a 

number of different hardware platforms and operating systems

- Communications Interface – WMQ provides a common way of interfacing with 

distinctly different trading partner configurations

- Distributed CICS Transaction Execution – processing can be spread across 

multiple machines

- Message Repository / Broker / Distributor – these functions can be handled by 

WMQ

- Integrates Batch and CICS Applications – WMQ can be the interface between 

real-time and batch data and the systems that process the data



IBM Software Group

WDI in CICS © 2006 IBM Corporation

Raw EDI
Data Input

WMQ 
Queue 

Application 
Data

Output

WebSphere Data Interchange

Triggered EDIQ CICS Transaction
Translate Raw EDI
Link to Response program

identified in Continuous Receive Profile

Output to Queue Defined
in WMQ Profile referenced
on ADF or Receive Usage

Application

Response
Program

WDI WMQ Interface

WMQ works with WDI in the same manner as the Continuous Receive 
feature does with VANs.

A WMQ trigger program monitors the WMQ Queue and initiates WDI.

Additional processing can be performed with a user-written Application 
Response Program. 
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Customer Example

JES

GXS

Global

Network

Vans

Leased

Line
**

Dial Up

Expedite/CICS

MQM Middleware

WDI Server 

Environment

(CICS)

MQM Middleware

Applications

MQ
Users

By using WMQ to accept data from a variety of sources and platforms, the 
customer isolated the translation application 

by using the WDI / WMQ interface. The customer then would sequence 
processes so that translated data could be routed to applications based on 
the translated data destinations.
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WDI Server

Customer Example

WMQ Middleware
WebSphere Data 

Interchange WMQ Middleware

Triggered Process

Read Control Info

Preprocess Link

Build Perform &

Link to EDIFFUT

RC Process w/

Alerts

Spool SYSOUT

Appl Resp Link

Control

Parms

Application

Response

Programs

A user program provided additional control and allowed for alert system 
interfaces and spool output retention.
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� WDI is designed to operate in CICS and uses CICS 
capabilities

� WDI has established features specifically for execution 

in CICS, like Hot DI and Continuous Receive

� WDI has multiple ways it can be initiated to run in a 

“hands-off” mode or as a single, ad hoc transaction tool

� WDI’s ability to receive data from multiple sources 
allows it to be the hub in a processing architecture

Summary

In summary, 

1) WDI is designed to operate in CICS and uses CICS capabilities,

2) WDI has established features specifically for execution in CICS, like Hot DI and Continuous Receive, 

3) WDI has multiple ways it can be initiated to run in a “hands-off” mode or as a single, ad hoc 

transaction tool, and, 

4) WDI’s ability to receive data from multiple sources allows it to be the hub in a processing architecture
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