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ABSTRACT

The qudity of speechsynthesishasdrasticallyimproved
over thelasttenyears.Or at leastit appearghatthisis the
case We have movedfrom diphonesto unit selection How-

ever, althoughwe canprodice muchmorenaturalsoundng

exampes we have alsogivenup an certainamoun of con-
trol over what can be synthesized. We have reachd the
stagewhereplayingafew exanplesto anon-expertcaneas-
ily convincethemthatspeeclsyntheisis asolvedprodem.
This paperlooks at how we might not only corvince some
of the peope someof thetime, but whatwe mustdoto pro-
duceperiectsyntheisfor all of thepeopleall of thetime.

1. UNIT SELECTION SYNTHESIS

The basicunit selectionpremiseis that we cansynthesize
new naturallysoundimy utterarcesby selectingapprgriate
sub-word unitsfrom a databasef naturd speech.

Therr arelots of corditionsthatmustbemetin orderfor
sucha systemto work. Let usconsiderthe following basic
notion of unit selection.Although this particdar instantia-
tion comesfrom [1] it will be generéized to helpillustrate
thespaceof theproblens.

In [1] andin later, andearlierunit selectiontechniqees
[2], thereis anotionof atarget cost how closea datalase
unit is to desiredunit, andajoin cost how well two adja-
cently selectedunits join together The unit selectionpro-
cessis designe to optimally minimisebothtarget andjoin
costs.

More formally we candefinethetarget costC't to bethe
weightedsumof differencesof relevantfeatues.
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Variowsfeatureshave beermproposedtypically encoditg pho-
netic,metrical,andprosodc context.

In additionto selectingbasedon target costwe cande-
fine continuity costasaweightedsumof differenceof fea-
tures

Theseawo costsmustthenbeoptimizedin ordertopfind the
string of unitsfrom the database¢hat minimisethe over all
cost
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C(S,u1) + C(un, S)

WhereS denotessilenceandC¢(S,u;1) andC¢(u,, S) ad-
dressthe condtions atthe startandendof the utterarce.

Therehasbeen,andwill cortinue to be, a substantial
amoun of work in looking at whatfeatuesshouldbe used,
andhow to weightthem. Gettingthe algoithms, measures
andweightsright will bekey to consistenhigh quality syn-
thesis. Looking at the amouwnt of work and expeliments
donein the similarly comple field of speechrecogition
we canseewe have still muchto do, in spite of our suc-
cesses.

It is interestingto notethatin compaing curren algo-
rithms, theoetic advartagesmay beidentifiedbut it is not
clearif theseholdupin ary realssensedueto the variation
in datalases,their labelling and the time one spend tun-
ing the paraneters. In fact “tuning the paraneters”seems
to be the mostimpartant factorin gettinggood consistent
synthesis.

Butwhatif, for now, we assumehatwe havetheperfect
featuresandthe bestweights.Thee arestill factorsoutside
thesethat affect the speechquality. It is thosefactorsthat
will bediscussedn thefollowing section.

1.1. Moredata

Firstit is clearthanhaving betterdatain the databasevill
leadto bettersynthesis.In the simplestsensethis means
more speechdatafrom the spealer. It is not coincidental
that unit selectionhasbecone more prominentasthe cost
of storagehasrediced.[3] corredly identifiesthis andrec-
ommermisverylargedatabaset® improvethecoveragewith
respecto syntheizeddata.With more datait is morelikely
thata databasevill containa unit thatis closerto thetarget
andalsomore likely to have a betterjoin.

But the prablemof increasinghesizeof thedatabasés
thatyou never getenaughdata. Therewill alwaysbeholes



in thedatabecausef the phenanena of frequently occur
ring rare events in language[4]. For exampleif we were
to collectall triphore contexts, with and without stressed
vowels, and consomntsin onsetand coda(singletms and
clusters),thenwish to cover thesefor even a few phrasal
condtions we very quickly notethatthe databae require-
mentsbecanetoo large evenfor the cheapstoragewve now
have available. Althoughreferring to databaséor prosodic
coverage, [5] describesexactly the problam in desigring
databaseshat cover precefined phenanena. But even if
sucha databaseould be designedhe morelimiting factor
is the difficulty in having a spealer correctly deliver such
coverage.

1.2. Theright data

Ratherthancollectingeverything we cantry to collectonly
the “right” data. Thereare mary suggstionsof design-
ing databasénventoryandutterarcesthatcover thedesired
space For examge [6] useanelaborateschemeavherethey
first modelthe acostic spaceof a spealer, thusfinding out
whichunitsareacoustically distinct,andfrequentenowghto
desere coverage. The secondstage,more corventiondly,
greedly selectsutteramesfrom a databasdo bestcover
that requred inventory The resultis a reasonhly man-
ageablesetof utterarces(pertaps500-1000)which covers
theidentifiedacoustic/pbneticspacevell. Suchtechniqes
give bettersynthesigper datalasesize)thannon-designed
databases.

1.3. Theright domain

But eventhis maynot be enowgh. Anotherdirectionwhich
is obvioustoo ary onewho hashbuilt a unit selectionbased
speectsynthesisThequality of outpu reflectsvery heavily
the style andcoverageof therecoraded databasesThis fact
canbeexplicitly exploitedby building specificdatabasefor
specificapplicatiors. As actualapplicatiors oftenuseonly
a limited nurnber of expressionspr at leasta well-defined
subsebf thelanguag. Databasesanbe designedo cover
that space andnot hit the exponentialincreasdn sizethat
agereralcoveragedatabasenayrequire [7] describesiov
to usesuchtechnigiesto build reliablehigh quality synthe-
sizerseasilyfor specificapplicatiors.

As no significantspectralor prosodc modificationis
doneto thesignalin thesebasicsystemsit is notsurprising
thatevengeneal unit selectionsynthesizerarestill some-
whattied to a domain Thatis if the voiceis basedon a
news-reae@r databasét will still soundlike a nevs-realer
evenusedfor dialog

1.4. Synthesizingin style

It is possibleto explicitly recorddifferert stylesof speech
and differentprosalic contets. For exanple we build a

databasefrom a smaller500 utteranceprompt list where
every secondvord wasreadwith emptasis.For exampge

_Allow me_tointerpret thisinteresting silence.
_Tarzanand _Janeraised_their heads.

Theneachsggmentin eachemplasizedvordis markedwith
anemphaisfeature.During synthesisachword desiredo
have emptlasisis corstructedfrom the only thosesggment
with that emplasisfeature This is a crude,but adequate,
way to getexplicit style. But without methals to modify
theselectedinits,suchexplicit technigesarerequired.

1.5. Unit size

Anotherwayto helpaddessthecoveragequestioris tovary

the size of the units we are selected.The smallerthe units
theeasieiit mightbeto have coverageoverthewholeacous-
tic phanetic spaceaseachunits may provide bettersharing
of contexts. Smallerunits suchas half-phonesareusedin

[8] or even smallerunits basedon HMM statesastypified

by [9] will allow bettercoveragewith a smalleramouwnt of

total speech.

Most systemsusea fixed size unit, thoudh longercon-
tiguoussectionsnaybeselectedromthedatalaseasacon-
sequencef the selectionalgorithm. Somesystemhowever
explicitly allow for mixed sizedunits. Bonn's HADIFIX
systemwasmoreexplicit in its varying unit lengthinclud-
ing corsonantclusterssizedunits aswell as single phane
units[10].

Phondogical StructureMatching[11] is explicit in its
selectionof non-wiform lengthed units. The databaeis
labelledwith tree structues. An utterane to be synthe-
sizedis also labelledwith a tree structure. The database
is thensearchedop down for the largest sub-tres thatare
containedwithin the desiredutterarce. Thus longerunits
of the databaseanbe selected.Thee aretwo advartages
here first selectinglonger unitswill meanlessjoins which
shouldmeanless chancefor badjoins. Second because
therearelessunits beingselectionthis shouldbe compua-
tionally moreefficient.

In almostall of the currentunit selectionsynthesisys-
temsvery little prosodc or spectraimodificatian is doneto
the selectedunits. The major conseqenceof this is that
the resultingsynthesizeditterarcescanmostly soundvety
good andwhenthey do soundgoodthey soundasif the
personwhorecoradthe datalasesaidthe new utterarce.

1.6. A finite or infinite number of units

Unit selectionsystemaypically selectfrom a finite set of
units in the databae. They are looking for the bestpath
throudh a given setof units. Of coursewhenthereareno
examples of goodunitsin thatset,this canviewedeitherasa
lackingin thedatalasecoverageor thatthedesiredsentence
to besynthesizeds notin domain

Marny systemdo somelocalisedsmootfing at bound-
aries.While [12] introdwesthenotionof fusionunits Thus
heeffectively increaseshenumbe of unitsavailablefor se-
lection by allowing the constrction (fusion) of new units
from the existing ones. This directionwill givesusamore
generakolutiontowards a moregereral setof units.



A evenmore gereralsolutionis thattakenby HTS, [13].
Using a HMM-basedframework, in cortractto [9] which
selectssub-pats of the databae, HTS usesthe HMM pa-
rameterrepresentatiorto geneite the speech.Thuseffec-
tively a muchwider rangeof unitsis available, as context
affectgeneratio through constraiing deltas,andsmoother
joins arepossible.Thereis a costthoudh. In its basicform
the excitationpartof the signalis not mocelledthusreduc-
ing the quality to vocoded speechthoughbetterexcitation
modédling is beingworkedon.

Whatis importantabou suchdirectiansin unit selection
is that the size of the inventory is effectively muchlarger
However, althoudh it canpotenially cover the givenspace
betterthanconventioral unit selectionsynthesisystemsit
its still limited by the exanplesin thedatabase.

2. SOME OF THE PEOPLE ALL OF THE TIME

In spite of our desireto prodice perfect naturalsoundng
synthesisall the time, therearea nunber of userswho do
not actually requre this. In fact given the curren restric-
tions of gener& unit selectionsyntheis, more traditiond
processesmaybeadeaateor evenbetter

Peoplewho must listen to syntheticoutpu a lot, very
quicKy learnto acceptthe limitations of voice qudity. In
factthey oftenprefer thatthevoiceis lessnatual but more
consistent.As thosewho work in speechsynthesisknow,
the moreyou listen to a voice the more acceptale it will
becone asthe human eartunesto theidiosyrcrasiesof the
particula voice.

In someapplicatims the contentbeingspolenis more
importtantthanthe styleit is deliveredin. Listeningto lots
of datathroughanaudo chanrel is slow andmary people
would preferit to deliveredfasterthananatual voicecould.
This bringsin themoregeneraissueof delivering informa-
tion by audiousingvoice-like methalsbut they donotneed
to useonly thosetechnquesusedin the humanvoice. [14]
hasa numter of exampeswhich exploit thefactthatasyn-
thesizeris beingusedratherthan a natual voice to allow
moreinformationto be pacledinto thechamel. For exam-
ple Emacsspeakanusepitch to derote level of super/sub
scriptsin formula.

Whatis importari to note hereis that for someappli-
cations,natura voice is not the mostideal, whenwe con-
siderthetaskasinformationpresentatin throuch thesome-
whatcorstrainedbardwidth of audioothertechnigesmay
be better Thisis notjust voice basedaspectdut earcors,
backgourd noisesetc. can be usedto help information
transferrates.

3. ALL OF THE PEOPLE SOME OF THE TIME

For ary particdar applicationof speechsynthesighe type
of outputit will gererateis noteverythirg. Althoughwetry
to build synthesizes which aregeneal enoh to be good
at everything they aretypicdly nottunedfor particularap-
plications.

[7] takesan extreme view of how to getgoodsynthesis
all of thetime by restrictingwhatthe synthesizecansay
Thusa simpletalking clock caneasily be built thatsounds
betterthana generaspeectsynthesizethoud of courseit
canonlytell thetime andnothirg else.

Thisis cheatingthoudh is takingadvartageof whatunit
selectionsynthesisdoes best. By designingyour dataex-
plicitly to cover the expected outpu one canachiese near
perfectsynthesidor thatdomain Oftenthisis sufficientfor
mary applicatiors.

We have built a nunberof voicesspecificallydesigred
for applicatiors. Apartfrom trivial talking clocks,weather
information is a usefu but constraineddormain. Note for
easiestonstrution andbestresults,developingthe gener
ation part of the systemin conjwunction to the synthesizer
itself malkesfor bestresults.

For examge in [7] we repot on a simpleweathersys-
tem for ary US city basedon live web datagiving, time,
temperatte, outlodk, wind directian. A total of 100 utter
anceswererecorad, eachof the basictemplatedform of
the intendedsynttetic utterarces. The quality providedis
excellent,thoughof courseit canonly saytheweather

With the CMU DARPA Commuicatorsystem,a tele-
phore basedlight informationspolendialogsystemg15],
amuchmoregenerakpolenoutputstructurewasrequired
We first analysedvhat the systemhadsaid (usinga previ-
ousgereral TTS synthesizerandbuilt a setof promgs that
coveredthatspace Theresultingsynthesizesaysthein do-
maintext very well asits designedo cover, though some-
timesis requred to deliver out of domaintext, e.g. when
anew airpott is refered to or somecharge is madeto the
langua@ geneationsystems.

It is clear throudh simpleblind listeningtests,thatdo-
mainsynthesizersansoundmuchbetterthangeneal syn-
thesizers. Knowing the desiredstyle and context of the
voiceallows muchmoreapprgriatedelivety.

Exampeslik e weatherarethe extreme casesvherethe
domaincanbefully definedandareasonale setof prompts
canbeexplicitly designedo coverthespace.ln moregen-
eralcasedhereis still awell definedcoreof expectedout-
put. Thusthe databaseanbe desigred as mixture of do-
mainspecificporomptsandgenerapronpts.

In fact we have definedthis relationshipin more de-
tail [16]. One can constructdifferent voicesfor different
tasks(e.g. weather stocks,email readng) and make ex-
plicit chargesin voicewhencharging domains.We called
thistiering. Thesecondoute is combiring domainrelated
promgs togetterinto asinglevoice, typically with a signif-
icantamoun pronmptsto suppat generabynthesisThiswe
call blending.

Blendingallows, potentially asmallerfootpiint andalso
lessfirm bourdariesbetweenthe domains, thus switching
betweernvoicetypesis notrequred. Thoughblendedvoices
areharderto getright while smallwell definecdtieredvoices
areprobably the easiesto guarateehigh quality all of the
time.

However it shouldbe notedthatthisis only really a so-
lution if theamoun of work to designandbuild a domain



directedsyntheizeris sufiiciently lessthanbuilding agen-
eralvoice.

4. ALL OF THE PEOPLE ALL OF THE TIME

We arenow atthestagethatwe cancrafthigh quality voices
thatmostly soundhuman. However its not just the unit se-
lectiontechndogy itself thatwill allow satisfiedcustomes.
Evenwhenthe voice sound human it may still not be ap-
proriate. We arealreadyseeingpeoplecommaent onvoices
as being too direct, not friendly, too friendly, overly po-
lite etc. Thatis, peope arecomnentingon undelying style
ratherthan naturalress. No matterhow natual the voice
mayle somepeope mayjust notlike thatvoice.

Emphasisstyle,voicequalitycanonly currently becon-
trolled with explicitly recordng suchvaied data. Curren
unit selectiontechniaqiestypically do not mode the speech
itself in any sophisticatedvay, usuallybecausehatwould
introducedegradationin thesignal.

If we areto pleaseall thepeopleall of thetime we need
to beableto contiol the voice quality andcontrd the style.
Which meanswe needto bettermockl the speechsignal,
prokably usingtechniqesthatweredevelgpedfor earlyfor-
manttype syntresistechniges. This is hardresearchand
maytake time beforeit will reachreliability of current unit
selectiorsynthesizerbut will give ustheflexibility thatwe
require.

5. CONCLUSIONS

Although we have improved the qudity of speechsynthe-
sis substantiallywith unit selectiontechnques,we arefar
from providing the general flexible, efficient systemthat
usersactually requre. We have to be carefulin deman-
stratingsynthesighatpe@le undestandits limitations,and
how goad examples do not necessarilytranslateto contin-
uousgoad andapprgriatesynthesisvhenembedédin an
application.

In the shortterm, domaindirectel synthesidgs clearly
betterthanpre-reordedprompts,andwe canalreaq cater
for very large donmmins. But we have to be thinking abou
the next stage.We mustbetterrepesentthe speectsignal
to allow for variation, andwe mustdefinethe cortrols ata
suitablelevel of abstractiorthatwill allow applicatios to
choasethe styleandquality they desire.
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