Unit Selection and Emotional Speech

Alan W Black

Language Technologies Institute, Carnegie Mellon University &
Cepstral, LLC
awb@s. cnu. edu

Abstract

Unit SelectionSynthesiswhereappropriateunits are selected
from large databasesf naturalspeechhasgreatly improved

the quality of speechsynthesis. But the quality improvement
hascomeat a cost. The quality of the synthesigelieson the

factthat little or no signal processings doneon the selected
units,thusthe style of therecordingis maintainedn thequality

of thesynthesisThesynthesistyleis implicitly thestyleof the

databaself we wantmoregeneraflexibility we have to record
more dataof the desiredstyle. Which meansthat our already
large unit databasemustbe madeevenlarger.

This papergives examplesof how to producevaried style
andemotionusing existing unit selectionsynthesigechniques
andalso highlightsthe limitations of generatingruly flexible
syntheticvoices.

1. Background

Unit selectionspeectsynthesisystemse.g.[1], have shavn a

significantimprovementin outputvoice quality. Selectingap-
propriatesub-word unitsfrom large databasesf naturalspeech
hasraisedthe level of speechsynthesido a quality, in its best
case,equivalentto that of recordedspeech.The quality is di-

rectly relatedto the implicit quality and style in the recorded
databasesandat last the voice outputsounddlik e the original

spealer (thoughthis hasbeensaidbefore).

Sincethe publicationof a well definedselectionalgorithm
for unit selection,[2], we have seensignificantnew work in
acousticmeasuresandin alternatve algorithmsfor optimally
finding the bestsetof unitsto join together(e.g. [3]). How-
everin thesearchor betteralgorithms we have alsonotedthat
betterdatabasesghat cover the acousticphoneticspaceof the
languagen questioncanalsomake significantcontritutionsto
thequality.

In [2], the notion of target cost for a candida&e unit from
a databasavith respecto the requiredunit is presentedn the
following formula.

p
Ct(ti,ui) = ZwﬁCj(tl,uz)
j=1

Thatis the taiget costis a weightedsumof differencesof fea-
turesbetwea the desiredtarget unit and particularcandidae
unitin thedatabase.

In additionunits selectednustnot only have a smalltarget
costhut alsojoin well. Join costs may be definedbetweentwo
unitsas

q
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Theoptimalselectionof unitsis the setthatminimize
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WhereS denotesilenceandC*(S, u1) andC*(un, S) address
the conditionsat the startandendof the utterance.

As highlightedin moredetailin [4], the overall costcanbe
reducel in anumberof ways,thatdo notjustinvolvedchanging
theacoustiomeasurements.

We canlimit the setof utterancesve wish to synthesizdo
thosewhosecostsarelow. [5] carriesthisto anextremewhere
thesynthesizedefinesadomainandwill notsynthesizeutside
thatdomain. However within domain,the quality canbe very
high, andfor mary applicationghis solutionis ideal.

We can designthe databasetself to bettercover the in-
tendedacousticspace,so that there are less possibilitiesfor
badjoins [6]. Appropriatelydesigneddatabaseareimportant
for notjust “domain” synthesizergut generakynthesizersoo,
asthey too, aredesignedo cover an intended(thoughlarger)
space.

Thus currentunit selectioncan work well, when the de-
siredutteranceshatmustbe synthesize@reappropriatdor the
databaethey areto be selectedrom. It is notablethat attain-
ing variation outsidethat databasés hard,andrarely even at-
temptedasary form of signalprocessindo modify thespectral
andprosodicquality of the speechtypically degrades the qual-
ity or atleastmalesit lessnatural.

2. Emotional Speech

Unit selectiontechniqueswill provide synthesizerswith the
quality of thedatabaethey arebuilt from. Thuswe cansynthe-
sizedvariousemotionsf we recorddatabasef the appropriate
type.

However, beforewe give someexamplesof thisdirection,it
is worth betterdefiningwhatis meantoy emotionalspeechand
moreimportantlyhowv we might actuallyusesuchsynthesizers
in applications.

Traditionallyemotionalspeechis split in four groups:neu-
tral, hapyy, sad, and angry (hot and/orcold anger). Various
studiesshav that listenerscan fairly reliably distinguishbe-
tweenhappy andsad,thoughmay confusethesewith hotanger
andcold angerin ambiguoussituations.Testingoutputquality
is hard, studiesusually uselexically neutralstatementso just
the spectralandprosodicpropertiessary, while in reallife situ-
ations,lexical issuesandcontext probablyarea biggerclueto
theemotionalstateof the spealer.

Thefollowing experimenthighlightshow lexical choicein-
fluences humanperceptiorof voice charateristics.



In developinga child voice synthesizerwe specificallyre-
quired a genderneutralvoice. Our recordingswere basedon
anadultvoice-over actresswith experien@ in performingchild
voices. Whenwe first testedrecordingsfrom herwith a group
of potentialuserswe found mostpeopleidentifiedthe voice as
an adult pretendingto be a child. However we notedthat the
sentenceontentsdesignedor phoneticandmetricalcoverage
arenottypical sentencethatwould be spolenby children.lt is
difficult to imaginesituationswherea child might say

A senseof psychologichcertaintyis no proofin
itself of epistimelogicawalidity.

Thuson later testswe synthesizedhild specificutterancego
testthe perceved view of thevoice.

Are we thereyet?
Pleasaeadmemy astory.
Cant| doit tomorron?

We also synthesizedjirl specific sentencesand boy specific
sentences

Canl goto theMall with Kimmy?

| liketo goshoppingfor new clothes.

Whenl grow up | wantto helpanimals.

... Lastweelend my Dadtook meto aball game.
I'm starving,is therearything to eat?

My Mom saysI'm not old enoughto watch
Wrestling....

We playedtheseutteranceso parentsnpotfamiliarwith synthe-
sis, andratherthan askthemthe genderof the spealer, asled
themto give us a suitablenameand suggestthe age of the
spealer. Overwhdmingly all listenersgive boy nhameswhen
listing to the “boy” sentencesand girl namesfor “girl” sen-
tences. However in generalthe listenersdid considerthe boy
youngerthanthegirl.

Theseinformal testsshav thatpeoples perceptiorof voice
typeis subtle,and contentcaneasily overwhelmprosodicand
spectralqualitiesof voices.

In our experiene in building speechsynthesissystems,
these standarddefinitions of emotion are actually rarely re-
questedy users.Thoughmuchmoresubtlenotionsof emotion
andstyleareneeded

3. Recordingin style

When consideringbuilding a unit selectionsynthetic voice,
knowing the mostlik ely usagepatterncanmale it easierto de-
fine the mostsuitablestyle for building a voice.

To explicitly shav how the samespealer may usedifferent
styles,andthelistenermayrequirethedifferent,we constructed
a voice designedo deliver the weather This is very mucha
limited domainvoice with anwell definedexplicit vocahulary
andtemplate. We constructed 00sentencethatgave full cov-
erageof temperaturgange,outlook, wind speedanddirection
etc. Thenwe recordedhe samesetof sentences two distinct
styles:

Genki : from the Japanesword for healtty, upbeat.
News : direct“no-nonsense”.
A typical generatd sentencevould be of theform.

At 7 PM., thetemperaturés sixty-eightdegrees
Fahrenhd&. Thewind is from the north, at eight
miles perhour The barometricpressuras thirty
inchesandsteady

The output quality of each of these synthesizersis by
ary standards excellent, but the styles are different.
(http://cepstral.com/dros)

Whenplaying thesetwo synthesizerso peoplewe getdif-
ferentreactions Althoughwe only have anecatal results,peo-
plewhoactuallywantto know theweathe prefertheNews-type
synthesizemvhile peoplewho wish to be impressedy high-
quality synthesigreferthe Genki-stylevoice. Neithersynthe-
sizer canbecriticizedfor beingunnatural but the differencein
stylein which the informationis delivered makesa significant
differencein thelistenersviews.

4. Emphasis

Even when consideringsomethingas basic as emphasisin
speechsynthesiswe quickly discover that our control over
stylistic aspectf speecho be very minimal. Whenhumans
speakthey usea numberof differentvariationsto denoteem-
phasisin speech.Theseinclude phrasing,duration,FO excur-
sions,andpower. Differentspealersmay chooseto renderem-
phasiswith different combindions and even individuals may
change their stratgiesin differentstylesof speech.

In Festival, [7], emphasids implementedby rathernaive
rules. In SABLE [8] marked up words, emphasids realized
by insertingshortpausedeforeandaftertheemphasizeavord,
extendng theduration,andintensifyingthe FO. In simplecases
this is adequatebut is very crudeandit is easyto find cases
whereit soundsunnatural. However in almostall casesit is
clearthatthe synthesizeis emphasizinghat word, but poten-
tially in a non-naturalway, especiallyin poly-syllabic words
andphrases.

In orderto improve thequality of suchabasicspeectvaria-
tion asemphasisve tried explicitly recordingexamgesof natu-
rally emphasizedpeechAs we wishedto usetheserecordings
in a standardunit selectionsynthesizewe hadto ensurethat
therewas sufficient phonetic,metrical and prosodiccoverage
within the databases.

Thuswetook adatabaseriginally designedvith suchcov-
erage. We usedthe techniqueddescribedn [6], to selectsen-
tencesthatoptimally providedthebestcoveragebasedn anex-
plicit acoustianodelof thevoicetalents speechThis database
consistof 548 sentenceselectedrom out-of-cogyright books
(19D).

Thento addresshe coverage for emphasiswe labelledev-
eryotherwordin eachsentencesemphasizedT hevoicetalent
(AWB), thenreadthe sentencewith emphasi®n eachword as
marked. This wasactuallyharderthanexpected It is not easy
to reada sentencandput naturalemphasi®n arbitrarywords.
Thisfactis importantin elicitationof varyingstylesfor unit se-
lection databaseslt is hardfor a voice talent, even a trained
one,to consistentlydeliver a desiredstyle. Whentherequesis
somethingasunnaturabscommonemphasi®n multiple words
in the samesentencgtheresultmay notalwaysseemnatural.

Eachof the wordsto be emphasizedvere marked with an
underscore

_Allow me _to interpret_thisinteresting silence.
_Tarzanand_Janeraised_their heads.

Thesewere automaticallylabelledanda clusterbasedunit se-
lection synthesizemwasbuilt [10]. In the default caseunits of
the samephonetype are clusteredusinga CART methodthat
indexes the clustersby high level featuressuchas phonecon-
text, metricalstructureetc. In this casewe taggedeachphone
with anemphasigeature. Thusphonedrom emphasizegvords



canonly be usedin the synthesisof emphasizedvords, while
phonesin non-emphasizedordscanonly be usedin the syn-
thesisof non-emphaizedwords.

Oncebuild, we took anumberof shortsentences)otin the
original databaseandsynthesizedentencesmphasizingeach
wordin turn.

_Thisis ashortexample.
This _is ashortexample.
Thisis _ashortexample.
Thisis a _shortexample.
Thisis ashort_example.

In all casest waseasyto identify the emphasizedvord in the
synthesizeghrase howvever in about15% of the examplesthe
emphasisvasjudgedto be unnatural. Thoughotherproblems
with this fully automaticlly built unit selectionsystemdo par
tially interferewith this result.

However despitethe limitations of this particulardatabase
it is clearthatthis techniquedoeswork. If you recordappropri-
atedatawith sufiicient coverageit is possibleto synthesizahat
stylein anaturalway.

5. Style

In our work on providing speechsynthesizeifor applications
we have found thatthe wider notionsof emotionarerarely re-
questedHowever particularstyleshave oftenbeenrequiredfor
theapplicationsve have workedwith.

In ourwork in providing voicesfor the AAC marlet (Aug-
mentatve and Alternative Communication)where peopleuse
handhelddevicesto speakhaving lost (or never had)the ability
to speakfor themseles,styleis veryimportantasthe synthetic
voice becoms the personsown voice. Synthesizerdbasedon
news readerstyle speechsuchasthe BostonUniversity Radio
Corpus[11], producevoice outputthatstill sounddike a nens
reader An AAC deviceis primarily usedfor dialog,ratherthan
extendedmonologueghereforewe took this into accountboth
in instructionto the voicetalentwhile recording,andin the de-
signof theutterancsto record.

Delivery styleis crucialin voicerecording.In therecording
of cannedbromptsiit is saidthatthe mostcommonphrasesaid
by thevoicecoachis “Sayit againwith asmile” LiketheGenki
vs News styleweatherdescribedabove stylein delivery defines
the style of the synthesizer Puttingpeoplein a small record-
ing studiofor hourson endandgettingthemto readthousands
of sentencesnay be onereasorwhy synthesizersften sound
bored.

In the recentDARPA-funded Babylon project where we
werepartof ateamto developed a two-way speech-to-speech
translationsystemrunningon a standard®DA. Our Speechla-
tor systenoffersEnglishto Arabic andArabic-to-Englishin the
medicalinterview domain.

Apart from the non-trivial problemsof runningon sucha
limited platform, suchsystemgequirethe voice outputstyleto
be appropriatdor the messagdeingdelivered.

The first issuein style in speech-to-speectianslationis
that someutterance are commandssuchas “Put down your
weapons'while othersshouldbe deliveredin a morecompas-
sionatestyle,suchas“Wheredoesit hurt?”. Inappropriatestyle
for eitherof theseutterancewill be detrimentalto communi-
cation. On anearlierspeech-to-speedystemdeveloped by us
[12], we did nottake suchcareandthedelivery of commandgin
the Croatiansynthesizemwere considersomavhat amusingby
native spealrsratherthanasactualcommands.

6. Recordingin multiplestyles

[13] identify two basicmethodsfor dealingmultiple stylesin
a unit selectionspeechsynthesisparadigm. Separatevoices
canbebuilt for differentstylesor domainssuchasacommand
voiceandaninterview voice,andthesevoicesmaybe switched
betweenby the applicationusingthe synthesizerThis is called
tiering. This techniqueworks well whenthereis a well de-
fined distinction betweenthe voice types. For example,when
thedomainchangesn awell definedway, weatheirinformation
to flight information, or even goodweatherto badweathe in-
formation.

The secondmethodfor combining voice typesis called
blending. In this modelthe databaseare mixedinto the same
databae. This allows a more gradualchangedbetween voice
types,andthe potentialof mixed styles. The style selectionis
automatidasedherequestednits. Thismaybeinfluencel im-
plicitly by the wordsandphraseseingsynthesizedcommand
wordswould be morelikely to be synthesizedrom the com-
mandphrasesn the databasewhile generalinformation may
comefrom amoreneutralpartof the databae.

Thistechniquenorkswell in mixeddomainbasedsynthesis
with otherdomainbasedlatabaseand/orgeneralbnes though
it helpsif they arebasicallyin the samestyle. Mixing domain-
basedandgeneradatabasem ablendedvoice canproduceex-
cellert qualitywhenin domainandreasonablgualitywhennot,
whichis usefulfor mary applicaions.

7. Recordingall styles

Therehave beenattemptsgo recordvery large databasesf nat-
ural speecheitherlargeamountsf datain the samebasicstyle
[14] or largemountsof datacollectedn differentsituationghus
in variedstyle[15]. Suchrecordingsarenon-trvial tasksanda
substantiahmountof acousticnormalizationis requiredin or-
derto allow themto beusedreasonablyor sub-word unit selec-
tion. If thedatabasearenotappropriatelynormalizedoinswill
be very obvious whenunits areselectedrom differentpartsof
thedatabaser selectionwill belimited by thedifferentrecord-
ing conditions style of spealer etc.

Recordingall stylesnaturallywould take a very long time,
while prescribingstylesis alsovery hard. Whenonevoicetal-
entdelivered a 120 utteranceshoutingdatabaseit washardfor
themto speaknormallyfor thefollowing two days.

It is clearthat currentunit selectiontechniqueswvork very
well for limited stylesandfor particularapplicdions this may
besufficient, butit is clearunit selectiorin its currentstatedoes
not give ustheflexibility we have in ahumanvoice.

8. Conclusions

In orderto get both the flexibility and naturalnesof human
speechin a synthesizerit is clear we needto look closerat
how we build our voices.Recordingeverythingis not sufiicient
andalreadywe arefinding thatrecordingvery large databases
is significantlyhard.

Whencoverageproblemslik e this exist in otherfields the
solutionis to decomposthesystenmsoeachpartcanbecovered
separately For examplewe could considerseparatespectral
models,intonationmodelsand durationmodels. This is some
sensavhatwasdonewith earlierdiphonesystemsandwe know
thatthesedo not have the naturalnessf unit selectionsystems.

We have however seerunit selectiontechniquedeingused
on separatstreamf information. For example[16] move to-



wardsunit selectiontechniquedor selectingappropriateToBl
([17]) labelsfor database®f intonationally labelled speech.
[18] select0contourdor databasesf speectin thesamebasic
way as(spectral)unit selection.

Thereis adisadwantagehough,by decomposinghesignal,
we introducethe problemthat we have to reconstrucit after
wards. The artifactsthat suchreconstructiorintroduceswere
onethereasonanit selectionwith minimal smoothingbecane
popular

But now thatwe arefinding the limitations of corventioral
unit selectiontechniquesimproving the decompositiorandre-
constructiorof the signal,which would allow usto modelcom-
ponentseparatelyseemdik e the mostdirect way to improve
theflexibility of syntheticvoices.
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