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ABSTRACT

In this paper, we propose to use Artificial Neural Networks (ANN)
for voice conversion. We have exploited the mapping abilities of
ANN to perform mapping of spectral features of a source speaker
to that of a target speaker. A comparative study of voice conver-
sion using ANN and the state-of-the-art Gaussian Mixture Model
(GMM) is conducted. The results of voice conversion evaluated us-
ing subjective and objective measures confirm that ANNs perform
better transformation than GMMs and the quality of the transformed
speech is intelligible and has the characteristics of the target speaker.

Index Terms— Voice conversion, Artificial Neural Networks,
Gaussian Mixture Model.

1. INTRODUCTION

A voice conversion system morphs the utterance of a source speaker
so that it is perceived as if spoken by a specified target speaker. Sev-
eral approaches have been proposed since the first code book based
transformation method developed by Abe et. al. [1]. Researchers
have tried to transform only the filter features [2] to get an accept-
able quality of voice transformation. But the work presented by [3]
proved the need for transformation of excitation features to attain
an effective voice morphing system. A variety of techniques have
been proposed by researchers for the conversion function, such as
mapping code books [1], artificial neural networks [4] [5], dynamic
frequency warping [2] or Gaussian mixture model [3] [6] [7] [8].
Reviewing the state-of-the-art references, we can notice that GMM
based approaches are most widely used.

GMM based methods, model the joint distribution of source and
target speakers speech data and the transformation in GMM follows
the equations as shown in section 2.4. As the number of mixture
models increases, the performance also increases [9]. The GMM
transformation deals with mapping of source to target speaker space,
for every feature vector obtained at 5 ms independent of its previous
and next frames. Thus it introduces some level of discontinuity. To
obtain a smooth trajectory of spectral vectors Maximum Likelihood
Parameter Generation (MLPG) [10] is used.

Vocal tract shape between two speakers is non linear and hence
Artificial Neural Networks (ANN) based method was proposed as
they can perform non-linear mapping [5]. Narendranath et. al.
[5] used ANNs to transform the source speaker formants to target
speaker formants. Results were provided showing that the formant
contour of the target speaker can be obtained using ANN. A formant
vocoder was used to synthesize the transformed speech, however,
no objective or subjective measures were given as to how good the
transformed speech was. The use of radial basis function neural net-
work for voice transformation was proposed in [4] [11]. However,
the techniques in [5] and [4] used a carefully prepared training data
which involved manual selection of vowels or syllable regions from

both the source and the target speaker. This is a tedious task to make
sure that the source and the target features are aligned correctly. Our
work differs from the earlier approaches using ANN in the following
ways:

1. The proposed approach using ANNs make use of parallel set
of utterances provided from source and target speakers to au-
tomatically extract the relevant training data for mapping of
source speaker’s spectral features onto the target speaker’s
acoustic space. Thus our approach avoids any need of manual
or careful preparation of data.

2. Subjective and objective measures are conducted to evaluate
the usefulness of ANNs for voice conversion.

3. A comparative study is made to show that ANNs perform
voice transformation better than that of GMMs.

Our work differs from GMM in the following ways.

• GMMs capture joint distribution of source and target features,
whereas ANNs perform mapping of source features onto the
target acoustic space.

• GMM based voice conversion systems make use of MLPG, to
obtain smooth trajectories, however, the mapping abilities of
ANNs provide better transformation results without the need
of MLPG.

This paper is organized as follows. Section 2 describes a frame-
work for voice conversion using ANN and GMM. The experiments
and results of comparison are briefed in section 3 and conclusions
will be finally presented in section 4.

2. FRAMEWORK FOR VOICE CONVERSION

2.1. Database

Most of the current voice conversion techniques need a parallel
database [3] [7] [9] where the source and target speakers record the
same set of utterances. The work presented here is carried out on
CMU ARCTIC databases consisting of 7 speakers. Each speaker
has recorded a set of 1132 phonetically balanced utterances [12].
The database includes utterances of SLT (US Female), CLB (US
Female), BDL (US Male), RMS (US Male), JMK (Canadian Male),
AWB (Scottish Male), KSP (Indian Male). It should be noted that
the GMM based voice conversion systems needs about 30-50 par-
allel utterances to build voice conversion model [7]. Thus, for each
speaker we took around 40 utterances as training data and a separate
set of 59 utterances as testing data.

To extract features from the speech signal, an excitation-filter
model of speech is applied. Mel-cepstral coefficients (MCEPs) are
extracted as filter parameters and fundamental frequency estimates
are derived as excitation features for every 5 ms [13]. The voice



conversion framework to transform both the excitation and the filter
features from source speaker to target speaker’s acoustic space is as
shown in Figure 1.
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Fig. 1. Training module in a voice conversion framework.

2.2. Alignment of Parallel Utterances

25 cepstral coefficients called MCEP’s including the zeroth coef-
ficient are extracted for every 5 ms from the recordings of source
and the target speakers. Because, the durations of the parallel utter-
ances will typically differ, dynamic time warping (or dynamic pro-
gramming) is used to align MCEP vectors between the two speakers
[6] [7]. Let X = [ ~x1, ~x2, .., ~xQ] be the sequence of feature vectors
of source speaker. Let Y = [~y1, ~y2, .., ~yR] be the sequence of fea-
ture vectors belong to target speaker. The use of dynamic program-
ming to align X and Y provides us with set of paired feature vectors
(~xi, ~yj) where 1 ≤ i ≤ Q and 1 ≤ j ≤ R, which can be used to
capture joint distribution of source and target speakers using GMM.
At the same time, this set of paired feature vectors could be used to
train ANN to perform mapping from ~xi to ~yj .

Fundamental frequency estimates are made for both speakers for
a frame size of 25 ms with a fixed frame advance of 5 ms. Mean and
standard deviation statistics of log(F0) are calculated and recorded.

MCEP’s along with F0 can be used as input to Mel Log Spec-
tral Approximation (MLSA) [13] filter to synthesize the transformed
utterance.
2.3. Transformation of Excitation features

Our focus in this paper is to get a better transformation of spectral
features and compare with GMM based transformation. Hence, we
use the traditional approach of F0 transformation as used in GMM
based transforms. A logarithm Gaussian normalized transformation
[14] is used to transform the source speaker F0 to target speaker F0
as indicated in the equation (1) below.

log(f0conv) = µtgt +
σtgt

σsrc

(log(f0src) − µsrc) (1)

where µsrc and σtgt are the mean and variance of the funda-
mental frequencies in logarithm for the source speaker, f0src is the
source speaker pitch and f0conv is the converted pitch frequency for
the target speaker.
2.4. Transformation of spectral features using GMM

In the GMM-based mapping algorithm [9] the learning procedure
aims to fit a GMM model to the augmented source and target speaker
MCEP’s. Formally, a GMM allows the probability distribution of a
random variable z to be modeled as the sum of M Gaussian compo-
nents, also referred to as classes or mixtures. It’s probability density
function can be written as

p(z) =
M

X

i=1

αiN(z; µi, Σi)
M

X

i=1

αi = 1, αi ≥ 0 (2)

where z = [XT Y T ] is an augmented feature vector of input X
and output Y . Let X = [ ~x1, ~x2, .., ~xQ] be a sequence of Q fea-
ture vectors describing the source speaker and Y = [~y1, ~y2, .., ~yR]
be the corresponding sequence as produced by the target speaker.
N(z; µi, Σi) denotes the Gaussian distribution with mean vector µ,
covariance matrix Σ and αi denotes the prior probability that vector
z belongs to the ith class. The model parameters (α, µ, Σ) are es-
timated using the Expectation Maximization (EM) algorithm which
is an iterative method for computing maximum likelihood parameter
estimates. The computation of the Gaussian distribution parameters
is the part of the training procedure.

The testing process involves regression, i.e, given the input vec-
tors, X, we need to predict Y using GMMs, which is calculated as
shown in the equation below.

ŷi = E[~yi|~xi] =

M
X

i=1

hi(~x)[µ~y
i + Σ~y~x

i (Σ~x~x
i )−1(~x − µ~x

i )] (3)

where
hi(~x) =

αiN(~x; µ~x
i , Σ~x~x

i )
PM

j=1
αjN(~x; µ~x

j , Σ~x~x
j )

(4)

is the a posterior probability that a given input vector ~x belongs
to the ith class. µ~x

i , µ~y
i denote mean vectors of class i for the source

and target speakers respectively. Σ~x~x
i is the covariance matrix of

class i for source speaker and Σ~y~x
i denotes the cross-covariance ma-

trix of class i for the source and target speakers.
2.5. Proposed method of spectral transformation using ANN

Artificial Neural Network (ANN) models consist of interconnected
processing nodes, where each node represents the model of an artifi-
cial neuron, and the interconnection between two nodes has a weight
associated with it. ANN models with different topologies perform
different pattern recognition tasks. For example, a feedforward neu-
ral network can be designed to perform the task of pattern mapping,
whereas a feedback network could be designed for the task of pat-
tern association. A multi-layer feed forward neural network is used
in this work to obtain the mapping function between the input and
the output vectors. The ANN is trained to map a sequence of source
speaker’s MCEP’s to the target speaker’s MCEP’s. A generalized
back propagation learning law [5] is used to adjust the weights of
the neural network so as to minimize the mean squared error between
the desired and the actual output values. Selecting initial weights, ar-
chitecture of the network, learning rate, momentum and number of
iterations play an important role in training an ANN[15] . Various
network architectures with different parameters were experimented
in this work whose details are provided in Section 3.1.
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Fig. 2. Figure showing an architecture of a four layered ANN with
N input and output nodes and M nodes in the hidden layers.

Figure 2, shows the block diagram of an ANN architecture
used to capture the transformation function for mapping the source
speaker features onto the target speaker’s acoustic space. Once the
training is complete, we get a weight matrix that represents the
mapping function between the source and the target speaker spectral



features which can be used to predict the transformed feature vector
for a new source feature vector.
2.6. Evaluation of spectral feature prediction

Mel Cepstral Distortion (MCD) is an objective error measure used
which is known to have correlation with the subjective test results
[9]. Thus MCD is used to measure the quality of voice transfor-
mation [7]. MCD is related to filter characteristics and hence is an
important measure to check the performance of mapping obtained
by ANN/GMM network. MCD is essentially a weighted Euclidean
distance defined as

MCD = (10/ln10) ∗

v

u

u

t2 ∗

24
X

i=1

(mct
i − mce

i )
2 (5)

where mct
i and mce

i denote the target and the estimated mel-
cepstral, respectively.

3. EXPERIMENTS

3.1. ANN architecture

In building ANN based voice conversion system, an important task
is to find an optimal architecture for ANN. To experiment with dif-
ferent ANN architectures we considered the source speaker as SLT
(US female) and the target speaker as BDL (US male). As described
in Section 2.1, for each of these speakers, we considered 40 parallel
utterances for training and a separate set of 59 utterances for test-
ing. Given these parallel utterances for training, they are aligned
using dynamic programming to obtained paired feature vectors as
explained in Section 2.2.

To get an optimal architecture, we have experimented on 3-layer,
4-layer and 5-layer networks. The architectures are provided with
number of nodes in each layer and the output function used for that
layer in Table 1. For instance, 25L 75N 25L means that it’s a 3-
layer network with 25 input and output nodes with 75 nodes in the
hidden layer. L represents ”linear” output function and N represents
”tangential” output function.

Table 1. MCD’s obtained on the test set for different ANN architec-
tures. (No. of iterations: 200, Learning Rate: 0.01, Momentum: 0.3)
Source Speaker: SLT(female), Target Speaker: BDL(male).

S.No ANN architecture MCD [dB]
1 25L 75N 25L 6.147
2 25L 50N 50N 25L 6.118
3 25L 75N 75N 25L 6.147
4 25L 75N 4L 75N 25L 6.238
5 25L 75N 10L 75N 25L 6.154
6 25L 75N 20L 75N 25L 6.151

From the above Table 1, we see that the four layer architecture
25L 50N 50N 25L provides better results when compared with oth-
ers. Hence, for all the remaining experiments reported in this paper,
the four layer architecture (25L 50N 50N 25L) is used.

3.2. Varying the Number of Parallel Utterances for Training

In order to determine the effect of the number of parallel utterances
(available for training) on transformation results, we built ANN and
GMM systems by varying the training data from 10 to 1073 parallel
utterances. Please note that the number of test utterances are always
59. The results of the evaluation are provided for three different
systems, namely,

• ANN: ANN based spectral transformation.

• GMM: Traditional GMM based system as explained in sec-
tion 2.4 [6].

• GMM+MLPG: Traditional GMM based system with MLPG
used for smoothing the spectral trajectory [16].

Figure 3 shows the MCD’s obtained for both female to male
and male to female transformation which indicate that for both the
cases, spectral transformation is performed better using ANN than
with GMM. It is to be noted that even modest amounts of data, say
40 utterances can also produce an acceptable level of transformation
(with MCD: 6.118 for SLT to BDL and MCD: 5.564 from BDL to
SLT), the subjective evaluations for which are provided in the Figure
4.
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Fig. 3. Mel-cepstral distortion as a function of the number of files
used for training The results quoted for GMM are using 64 mixture
components.

3.3. Subjective Evaluation

In this section we provide subjective evaluation for ANN and GMM
voice conversion systems. For these experiments we have made use
of voice conversion models built from 40 parallel utterances as it
was shown in Section 3.2, that this modest set produce good enough
transformation quality in terms of objective measure. We conducted
an Mean Opinion Scoring (MOS) test and an ABX test to evaluate
the performance of the ANN based transformation against GMM
based transformation.

For the ABX test, we presented the listeners with a GMM trans-
formed utterance and an ANN transformed utterance to be compared
against X which will always be the original target speaker utterance.
To make sure that the listener does not get biased, we have shuffled
the position of ANN/GMM transformed utterances i.e, A and B, with
X always constant at the end. They were asked to select either A or
B, i.e., which was perceived to be closer to the target utterance. A
total of 32 subjects were asked to participate in the four experiments
below, the results of which are provided in Figure 4(b). Each subject
was asked to listen to 10 utterances corresponding to one of the ex-
periments. In the MOS test, listeners evaluated speech quality of the
converted voices using a 5-point scale (5: excellent, 4:good, 3:fair,
2:poor, 1:bad), whose results are provided in Figure 4(a).

1. BDL to SLT using ANN + (GMM + MLPG)
2. SLT to BDL using ANN + (GMM + MLPG)
3. BDL to SLT using ANN + GMM
4. SLT to BDL using ANN + GMM

MOS scores and ABX tests indicate that the output from ANN
based system outperforms the one from GMM based system, which
confirm the results of MCD’s obtained in Figure 3. MOS scores
also indicate that the transformed output from GMM with MLPG
smoothing is perceived better than that transformed using GMM
without any smoothing.
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3.4. Experiments on Multiple Speakers

In order to show that the method of ANN based transformation can
be generalized over different databases, we have provided MOS and
MCD scores for voice conversion performed for 10 different pairs
of speakers as shown in Figure 5. While MCD values were obtained
over the test set of 59 utterances, the MOS scores were obtained from
16 subjects performing listening tests. An analysis drawn from these
results show that Inter-gender voice transformation (ex: Male to Fe-
male) with MCD: 5.79 and MOS: 3.06 averaged over all experiments
is better than Intra-gender (ex: Male to Male) voice transformation
with MCD: 5.86 and MOS: 3.0.
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Fig. 5. (a) MOS scores, (b) MCD after voice transformation using
ANN on 10 different pairs of speakers

Another result drawn from the above experiments indicate that a
voice transformation between two speakers of same accent obtained
better voice transformation than that of speakers from different ac-
cent. For example, the voice transformation from SLT (US accent)
to BDL (US accent) obtained MCD value of 5.59 and a MOS of
3.17, while the voice transformation from BDL (US accent) to AWB
(Scottish accent) obtained MCD value of 6.04 and a MOS of 2.8.

4. CONCLUSION

In this paper, we have exploited the mapping abilities of ANN and
it is shown that ANN can be used for spectral transformation in the
voice conversion framework on a continuous speech signal. The use-
fulness of ANN has been demonstrated on different pairs of speak-
ers. Comparison between ANN and GMM based transformation has
shown that the ANN based spectral transformation yields better re-
sults both in objective and subjective evaluation than that of GMM
with MLPG. Our future work is currently focused on use of ANNs
for voice conversion without the requirement of parallel utterances
from source and target speakers.
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