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Abstract

Presenting complex information in an understandable manner us-

ing speech is a challenging task to do well. Significant limitations,

both in the generation process and from the human listeners’ capa-

bilities, typically make for poorly understood speech. This work

examines possible strategies for producing understandable spoken

complex information working within those limitations, as well as

identifying ways to improve systems to reduce the limitations’ im-

pact. We discuss a simple user study that explores these strategies

with complex structured information, and describe a spoken dialog

system that will make use of this work to provide a speech inter-

face to structured information in a more understandable manner.

Index Terms: speech synthesis, natural language generation, in-

formation presentation.

1. Introduction
What to do with complex information when it is necessary to use

spoken presentation is a problem that has, and will continue to,

occur in many speech applications. Complex information, here,

refers to information that is most naturally represented in a more

elaborate fashion than simple text. Very often such information

will have an inherent structure to it, such as lists and tables. Prob-

lems with understandability exist even when using natural speech

to communicate complex information, and these difficulties are ex-

acerbated when using synthetic speech due to its decreased under-

standability. While there has been some work investigating the

use of stylistic changes to improve the understandability of syn-

thetic speech [1], our primary focus at this time is looking at lexi-

cal changes and strategies that make it easier to remember spoken

complex information.

Frequently, we have seen automatic spoken dialog systems

employ a “read out everything” approach, despite this naı̈ve strat-

egy often failing miserably at actually conveying information to a

person, particularly when there is a large amount of information.

Our goal with this work is to explore presentation methods that

result in improved human understanding.

For this work, we will exclusively use complex information

with a well-defined structure, primarily because structured infor-

mation provides a slightly easier, more limited situation for audio

presentation than general, open-domain, unconstrained informa-

tion. It is our intent, however, to identify and employ strategies

that will be effective for a wide range of information, including

unconstrained situations.
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Cognitive psychology provides some direction here. The pri-

y and recency effects [2, 3] are well-studied phenomena, sug-

ing important items should be presented either first or last. Fur-

more, there is the standard “seven, plus or minus two” rule [4]

is commonly referred to regarding human memory. However,

e recent work in the field suggests the number of items be-

presented is not the limiting factor in remembering them, but

ead the length of the sound being listened to; humans have ap-

imately two seconds of auditory memory [5] to work with.

eeding that length of time significantly reduces the likelihood

uccessfully conveying information. Finally, there are several

d reasons to avoid approaching these general limits when de-

ing a human-computer interface [6]; they represent the upper

t of human perfomance, and interfaces which require a person

ontinuously function at or even near their limits will quickly be

rded as frustrating and stressful, making them less effective at

r tasks.

2. Presentation Strategies
Requirements for Humans

en that the limitations of human capabilities are unlikely to

ge, it is clear that we will need to tailor language generation

ems to account for those limits. Specifically, the default behav-

hould be to limit the length of time of spoken utterances, since

er utterances in general will be harder to understand fully.

ever, simple tactics to achieve this, such as a “fast-talking”

hesizer or producing only severely abbreviated, disfluent lan-

ge are not sufficient; at best these methods will be perceived

trange and unnatural, and at worst they will actively hamper

an understanding. Fluent or mostly fluent utterances, despite

g longer, are often more understandable because they are more

what the user is expecting to hear, and because conversational

er” phrases can draw attention to the important information

then be ignored, thus not taking up the human’s relatively short

itory memory.

Additionally, people often will want varying levels of informa-

; a user asking for a restuarant’s menu probably does not want

ear the names and descriptions of all 80 items on the menu but

er a higher-level description of choices like “seafood, steak,

pastas”. In contrast, the answer to a query about available top-

s at a pizzeria should not be “various meats and vegetables”.

bining these requirements leads us to agree with Grice’s co-
rative principle of conversation [7]: answers should be infor-
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mative, but brief and relevant; do not be more informative than

required.

2.2. Proposed Solutions

For the structured information we are investigating, it can be rea-

sonable to represent the information in a tree-like manner, such

that the leaves of the tree represent the most detailed information

available, and higher-level nodes are increasingly general sum-

maries of their children. An example of this can be seen in Fig-

ure 1. Our proposed language generation system would thus fol-

low a relatively simple algorithm to produce utterances. We begin

by determining the maximum time for the utterance. In most cases,

this should be five seconds or less, as a default, since this length

takes human capabilities into account. Other possible lengths –

based on user knowledge, user preferences, and conversational

context, among other things – include 10 seconds, 15 seconds, and

unlimited. The last should be used extremely rarely, only when

absolutely required or explicitly preferred, as there will be a sig-

nificant understandability decrease as utterances lengthen.
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Figure 1: Example of structured information, represented as a tree.

We next establish the maximum pieces of information that can

be presented in the allowable time frame. Fortunately, since we are

producing synthetic speech, we will have easy access to the length

of utterances that we are generating. However, determining this

will require taking into account the information we are present-

ing (the information may be capable of being grouped logically

to allow for chunking [4]) as well as any knowledge we have of

the user (users familiar with the information being presented will

more readily understand abbreviations, and thus we can make use

of them). The default, when we have no knowledge of the user’s

capabilities, is to assume the user is unfamiliar with the subject

being discussed. Often, establishing the optimal amount of infor-

mation that can be presented will require domain-specific knowl-

edge. While this means that the language generation system is also

domain dependent, this is already often the case, and we also feel

that a domain-independent system can show sufficient understand-

ability improvements even without producing optimal utterances.

In cases where we have multiple pieces of information which
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similar or related, either in a single response or in response

ubsequent queries, we can use tapered presentation as in [8]

roduce shorter utterances. The preferred behavior should be

tart with the most detailed information that answers the user

ry, then generate the shortest possible utterance. If that ut-

nce exceeds the allowable length, proceed up the information

to the next most general node that can satisfy the query. This

ess should continue until either an utterance is produced that

ithin the time requirements or no utterance that answers the

ry can be produced in the allowable time. In the latter case, we

ld generate the shortest answer that can provide an answer.

Another strategy that we will examine is prosodic modification

e synthetic output, primarily to emphasize important informa-

. Additionally, we would also like to use altered prosody to

attention to any difficult or unusual information, much as hu-

s will do. However, this is significantly more challenging than

r potential tactics, and thus more likely to be attempted after

ave implemented the simpler strategies.

3. An Initial User Study
Description and Setup

rder to determine which strategies are effective at improving

erstandability, we designed and performed a simple user study.

jects were asked to listen to 16 synthetically-produced utter-

s, with varying time lengths, and then describe in their own

ds the information from the utterance. The utterances were

erated using a modern, high-quality commercial synthesis en-

. All of the utterances contained information about papers or

ions from Interspeech 2005; several examples can be seen in

re 2. The utterances took the form of fluent sentences; that is,

did not simply say “25 recognition sessions”, but “There are

peech recognition sessions”. As we did not want to explicitly

memory, but understandability, subjects were allowed to hear

rances twice. Utterances had one of four lengths – under 5

nds, under 15 seconds, under 30 seconds, and unlimited – and

into three distinct stylistic categories: naı̈ve “read everything”,

maries produced by a freely available text summarization tool,

utterances that could be produced by the algorithm described

ve. Eight subjects participated in this study, all of whom were

iliar with speech technology.

There are 12 poster and 12 oral sessions on Wednesday.

There are 9 speech recognition, 3 signal processing, dialog,

and prosody, and 4 other sessions on Tuesday.

“Influence of syntax on prosodic boundary prediction” is

an oral presentation on Wednesday at 10:40 am.

re 2: Example utterances from the user study. These examples

from the two shortest time categories.

Subjects were evaluated in two ways; first, on how many of

concepts present in each utterance they understood, and sec-

, on how many concepts associated with the information in the

rance they understood. These can differ because shorter ut-

nces may not attempt to convey as much of the information

he longer ones, and thus could look artificially better despite

iding less information to the user. For example, an utterance



could describe to the user 5 out of the 10 total concepts related

to a query, of which the user understood 4. The user would thus

have 80% understanding of what was presented to him, but only

40% understanding of the full answer to the query. This contrasts

with an utterance presenting 9 out of 10 concepts for which the

user correctly understands 5; this would result in 56% and 50%

understanding rates, respectively.

3.2. Results

Overall, subjects did quite well at understanding the content of the

shorter utterances. Not unexpectedly, their performance dropped

steadily as the utterances became longer, with exceedingly long

utterances showing very poor understanding. These results can be

seen in Table 1.

Utterance Time Correct (Presented) Correct (Total)
Under 5 seconds 95% 42%

Under 15 seconds 56% 33%

Under 30 seconds 44% 34%

Unlimited 13% 13%

Table 1: Results from this user study, grouped by utterance length

It is interesting to confirm that presenting more information

does not necessarily result in more information being understood;

in fact it is clear that presenting too much information has a detri-

mental effect on overall understanding, as can be seen with the

Unlimited category. The reverse also seems to be true; the best

overall understanding occured when only small percentages of the

information were given (the under-5 category), though the result

is not statistically significant. It could also be that the shorter ut-

terances had fewer concepts to convey, in which case they would

appear superficially better. More results exploring this are needed

to explain the cause.

It should be noted that most subjects, when encountering

longer utterances, commented on the increased difficulty of re-

membering and understanding what they were being told. For the

time-unlimited utterances (some of which could exceed two min-

utes in length), every subject indicated they felt the task was too

difficult. This would seem to be supported by the relatively poor

performance for those utterances, and strongly suggests system ut-

terances should not exceed 30 seconds for any reason.

There was no noticable improvement by using automatically

generated summaries as opposed to reading the full abstract, and

in some cases, the full abstract had a higher percentage of pro-

vided concepts understood. We feel that this is most likely due to

the overall low quality of the summaries produced by the freely

available tool; to fully test this strategy, we intend to use state-

of-the-art automatic summarization tools in the future, as well as

human-generated summaries, in order to gauge the effectiveness

of summarization for understandability.

4. Building a Real System
Related to this work on language generation and presentation, we

are developing a spoken dialog system that will be able to pro-

vide conference information. The intent is for such a system to be
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by conference attendees to get information about the sched-

sessions, and papers, among other things, specifically during

rspeech 2006 in Pittsburgh. We are developing this system

g the Ravenclaw Dialog Management Framework [9]. Users

be able to able to ask unstructured queries to obtain relevant

ference information. We are using Sphinx3 [10] for speaker

pendent speech recognition. The language model is trained on

d utterances generated from the task grammar, with the recog-

d input parsed using a robust parser. An example interaction

the proposed system is shown in Figure 3.

System: Welcome to the Interspeech 2006 Information

Line. What information do you need?

User: Are there any synthesis sessions on Tuesday?

System: Yes, text-to-speech 2 is at 10:30 am on Tuesday.

User: Tell me about that session.

System: Text-to-speech 2 is an oral session with 5 pre-

sentations, in room 116. Do you want to know about the

papers?

User: Who will be presenting in the session?

System: The presenters are not known, but Yannis Pan-

tazis, Gabriel Webster, Tomoki Toda, Ulrich Reubold, and

Makoto Tachibana are the first authors for these papers.

Can I help you with anything else?

User: What is the title of Toda’s paper?

System: Speech parameter generation algorithm consider-

ing global variance for HMM-based speech synthesis. Do

you want to know the abstract?

User: No. Thank you.

Figure 3: Example interaction with our proposed system.

Once the desired information has been retrieved, we will em-

the presentation strategies outlined above as required. Since

t of the conference information will be too long or detailed to

ent quickly, it is likely that most queries will need to be an-

red by using some or all of the discussed strategies.

By deploying this system in a real-world environment, we

e to collect a significant amount of data from users who are

uinely interested in the results. We feel that such users are

ore suitable to evaluate the effectiveness of the presentation

tegies; users who care about the results will not allow system

rs, misunderstandings, or imprecision that causes incorrect or

mplete answers to succeed.

5. Conclusions and Future Directions
re are several interesting results to take from the study above.

ably, that utterances longer than 30 seconds or so are so poorly

erstood that producing them is effectively worthless. Human

ners seem overwhelmed by the amount of information in long

rances and simply “give up” at understanding them – in fact,

only concepts the study participants understood were names

were previously familiar to them. Any novel information was

ply lost. For information-giving systems, that scenario repre-

s complete failure, and needs to be avoided. Despite being

quality speech synthesis, the prosody of the synthetic speech

ill clearly unnatural, and while it is likely that understandabil-



ity was degraded at least in part due to that, it is still the case that

long utterances are simply not understood well. Working within

these limitations is undoubtably required for successful informa-

tion presentation.

However, when there is a large amount of information to be

presented, it is still currently unclear what the best approach should

be. Obviously, presenting a significant amount at once will not

be understood, but presenting information in shorter utterances re-

quires “leaving out” possibly important information. This can be

dealt with, at least partially, by having an interactive application,

but there are some speech applications, such as a news reader, that

are not or should not be interactive. These applications have an

even higher requirement to balance the amount of information in

utterances with the length of the utterance; achieving this balance

is most likely the key to improving the understandability of speech

systems. Interactive applications, such as those involving spoken

dialog systems, have the advantage of being able to provide some

information to the user, and then reacting based on whether the

provided information was what the user wanted, accurate but not

sufficiently detailed, or not the right information.

Since interactive applications are, in some senses, easier to

implement and evaluate, our focus with this work will be on those

systems in the near future. Certainly, with the conference informa-

tion system we are building, we have the expectation of gathering

data in a real setting with the intention of evaluating these strate-

gies in a live interactive system. There are other applications we

are planning to investigate, such as large document summarization.

Determining an understandable method of interactively presenting

a long, complex document, especially without frustrating or an-

noying the human user, is a major goal of this work.
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